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Abstract

Storage in subsurface geologic formations, principally saline aquifers, is currently under development as a major approach
to counter anthropogenic CO2 emissions. To ensure the stability and long-term viability of geologic carbon storage, injected
CO2 must be kept in place by an overlying cap rock of very low permeability. Capillary forces in the cap rock act to prevent
upward migration and escape of the stored supercritical fluid, with interfacial tension (IFT) between the aqueous brine phase
and the CO2 phase being the primary control. However, published experimental CO2–water IFT data vary widely, mainly
because of inadequate experimental protocols or inappropriate use of bulk-fluid properties in computing IFT from experi-
mental observations. Only two published data sets were found to meet all criteria of merit for an accurate measurement of
IFT over the entire range of pressure (5–45 MPa) and temperature (298–383 K) pertinent to geologic carbon storage. In such
circumstances, molecular simulations can enhance the utility of limited data when used to validate assumptions made in their
interpretation, resolve discrepancies among data, and fill gaps where data are lacking. Simulations may also be used to pro-
vide insight into the relationship between IFT and fundamental properties, such as the strength of the CO2–H2O interaction.
Through molecular dynamics simulations, we compared the quality of three CO2 models and two H2O models (SPC/E and
TIP4P2005) in predicting IFT under the pressure and temperature conditions relevant to geologic CO2 sequestration. Inter-
facial tension at fixed temperature simulated via molecular dynamics decreased strongly with increasing pressure below the
critical CO2 pressure of 7 MPa, then leveled off, in agreement with experiment, whereas increasing temperature from 300
to 383 K at fixed pressure had little effect on IFT, which is also consistent with experimental data. Our results demonstrated
that the strength of the short-range portion of the CO2–H2O interaction exerts a major influence on IFT. The CO2 model that
best represented the attractive part of this interaction for randomly-oriented water molecules also best captures the experi-
mental pressure dependence of IFT when combined with either water model. When combined with the SPC/E water model,
this CO2 model underestimated IFT by �10 mN/m, which approximately equals the amount by which the SPC/E water model
underestimates the surface tension of pure water. When combined with the TIP4P2005 water model, this model accurately
captured the pressure dependence of the CO2–H2O IFT at 383 K over the entire pressure range examined. These pressure vari-
ations will have the dominant effect on IFT — especially at pressures lower than the CO2 critical pressure (�7 MPa)—and,
therefore, on the CO2 storage capacity and sealing integrity of a subsurface reservoir.
� 2011 Elsevier Ltd. All rights reserved.
1. INTRODUCTION

Storage in subsurface geologic formations, such as deep
saline aquifers or depleted hydrocarbon reservoirs, offers a
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promising means of permanently sequestering anthropo-
genic CO2 that can be readily incorporated into the current
global energy infrastructure (IPCC, 2005). Subsurface stor-
age of CO2 currently emitted from point sources, such as
coal-burning power plants, can potentially offset up to
12% of total emissions by 2020 and up to 45% by 2050
(IPCC, 2005). Proposed and existing CO2 storage reservoirs
are sealed against catastrophic loss to the atmosphere via
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“structural trapping” involving a geologic formation of
very low permeability (“cap rock”) that overlies the reser-
voir and prevents the upward volume flow of reservoir flu-
ids (Bachu, 2000; Alkan et al., 2010). Cap rock sealing
phenomena have major impacts on geologic CO2 storage
because they underlie the assessment of failure risk during
the time required (centuries to millennia) for physical and
chemical transformations of CO2 in the reservoir to result
in permanent sequestration.

Carbon dioxide injected into a reservoir is expected to
rise buoyantly and accumulate beneath the cap rock. Its
migration upward through the cap rock can occur via
molecular diffusion, an inherently slow process (millennial
time scales), or by volume (slow Darcy) flow, which would
efficiently release stored CO2 into the atmosphere once ini-
tiated (Li et al., 2005, 2006) and which therefore must be
prevented. Volume flow occurs when the differential pres-
sure across a cap rock exceeds its breakthrough pressure,
above which CO2 will overcome opposing capillary pres-
sure, Pc (Pa), and push upward through natural pore
throats within the cap rock (Li et al., 2005; André et al.,
2007; Chiquet et al., 2007a; Leroy et al., 2010). Taking as
an example CO2 stored in a saline aquifer, we may express
this capillary pressure by the standard Young–Laplace
equation:

P c ¼ P CO2
� P brine ¼

2ccos/
R

ð1Þ

where c (N/m) is the interfacial tension (IFT) on the bound-
ary between the brine and CO2 phases, / (rad) is the wet-
ting angle, and R (m) is a characteristic pore radius along
a percolation pathway (Li et al., 2005, 2006; Chalbaud
et al., 2009).

In hydrocarbon reservoirs, breakthrough pressures
determined for natural reservoir gases may significantly
overestimate that for carbon dioxide because the CO2–brine
IFT is smaller than any hydrocarbon–brine IFT (Li et al.,
2005, 2006). Thus CO2 must be injected and stored at lower
pressures than natural gas to ensure the same sealing integ-
rity, and evaluation of threshold injection pressure must be
based on the relevant IFT. The experiments of Li et al.
(2005) suggest that changes in breakthrough pressure
caused by varying gas and brine composition are essentially
proportional to changes in IFT. Beyond cap rock sealing
capacity, the flow of carbon dioxide through reservoir rock
and residual CO2 trapping following plume imbibition also
are strongly impacted by capillary effects. “Residual capil-
lary trapping,” wherein CO2 is immobilized as discrete bub-
bles in pores within reservoir rock, is considered a key
mechanism for retaining reservoir CO2 over the short-term,
with none of the risk of catastrophic failure associated with
structural trapping (Suekane et al., 2010; Pentland et al.,
2011).

As shown by Eq. (1), interfacial tension and wetting an-
gle both exert primary control on the capillary phenomena
that determine the efficacy of structural and residual capil-
lary trapping (Siemons et al., 2006; Chiquet et al., 2007b;
Espinoza and Santamarina, 2010). The wettability of reser-
voir and cap rock materials plays a significant role in car-
bon dioxide flow and retention, and is a subject of
ongoing research (Siemons et al., 2006; Chiquet et al.,
2007b; Espinoza and Santamarina, 2010). However, effec-
tive modeling of subsurface CO2 flow and calculation of
CO2 storage capacity depends principally on knowledge
of brine–CO2 IFT over a range of pressures, temperatures,
and brine compositions (Alkan et al., 2010). In this paper,
we investigate the pressure and temperature dependence
of water–CO2 IFT and its molecular-scale origins. Our re-
sults are directly relevant to brine–CO2 IFT because the
salinity dependence of brine–CO2 IFT is relatively small
(�10% increase in IFT from 0 to 1.75 M NaCl; Chalbaud
et al., 2009) and essentially identical to the well-known
salinity dependence of brine–vapor surface tension
(Chiquet et al., 2007a; Aggelopoulos et al., 2010).

1.1. The experimental IFT database

Common experimental techniques for measuring CO2–
brine and CO2–water IFT include the pendant drop method
(Andreas et al., 1938; Hauser and Michaels, 1948; Heuer,
1957; Wesch et al., 1997; da Rocha et al., 1999; Hebach
et al., 2002; Tewes and Boury, 2004; Kvamme et al.,
2007; Chiquet et al., 2007a; Bachu and Bennion, 2009;
Chalbaud et al., 2009; Georgiadis et al., 2010), the capillary
rise technique (Massoudi and King, 1974; Chun and Wil-
kinson, 1995), and the sessile drop method (Espinoza and
Santamarina, 2010). In the pendant drop method, a small
droplet of aqueous phase (water or brine) is extruded from
a needle into CO2 maintained at the desired P–T condition
and the droplet shape is recorded. The drop shape profile is
then analyzed to determine IFT (Andreas et al., 1938;
Hauser and Michaels, 1948). To measure IFT via the capil-
lary rise technique, a capillary tube is wetted by the aqueous
phase and surface tension at the meniscus draws it up the
capillary tube. After equilibration, IFT is calculated based
on the height of capillary rise, capillary diameter, phase
density difference (aqueous phase vs. CO2), and wetting an-
gle (e.g., Chun and Wilkinson, 1995). In the sessile drop
method, a small drop of liquid is placed onto a solid surface
immersed in CO2 and droplet shape is recorded and ana-
lyzed to determine IFT (Espinoza and Santamarina,
2010). Calculation of IFT using any of these experimental
methods requires that the density difference between CO2

and the aqueous phase (Dq) be known.
Published experimental CO2–water IFT values vary

widely, especially those measured near the CO2 critical
point. Reviews of these data (Hebach et al., 2002; Kvamme
et al., 2007; Chiquet et al., 2007a; Georgiadis et al., 2010)
indicate that several factors significantly affect IFT determi-
nations, and careful scrutiny of them in published studies is
required in order to compile a critical database of experi-
mental IFT data. In particular, aside from composition ef-
fects (e.g., impurities), IFT is sensitive to Dq, thermocouple
position within the apparatus, and equilibration time.

1.2. Equilibrium CO2 and H2O densities

Chiquet et al. (2007a) observed that estimating CO2 and
water densities based on data for the pure phases yields ma-
jor errors in IFT values at temperatures and pressures close
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to those corresponding to the isopycnic point, at high pres-
sures and low temperatures. Their graph comparing Dq for
CO2 and water in contact vs. the pure phases shows clearly
that large discrepancies (>10%) appear at pressures above
�20 MPa and temperatures below 343 K. Georgiadis
et al. (2010) have recently argued in favor of using equa-
tions of state to estimate Dq, their view being that incorpo-
rating direct density measurements into the experimental
determination of IFT by the pendant drop method intro-
duces additional measuring uncertainties. Although the
IFT data of Chiquet et al. (2007a) and Georgiadis et al.
(2010) do agree well at 343 K (the only analysis temperature
common to the two data sets) over a broad range of pres-
sures, this temperature is just high enough to avoid large er-
rors in estimating Dq over the pressure range relevant to
geologic CO2 storage. In general, relying upon equations
of state for pure phases can introduce significant variability
in experimental IFT values. Therefore, IFT data above
20 MPa and below 345 K from studies wherein Dq is based
on equations of state for pure phases (e.g., Heuer, 1957;
Massoudi and King, 1974; Chun and Wilkinson, 1995;
Wesch et al., 1997; da Rocha et al., 1999; Hebach et al.,
2002; Espinoza and Santamarina, 2010; Georgiadis et al.,
2010) or on CO2-saturated water and bulk CO2 (Chalbaud
et al., 2009) have been excluded from our critical database.

1.3. Temperature near the CO2–H2O interface

Hebach et al. (2002) found that the typical thermocouple
positioning within the pendant drop apparatus on the auto-
clave wall introduces experimental artifacts, resulting in an
abrupt drop, or cusp, in IFT near the CO2 critical pressure.
This cusp feature is not observed when the thermocouple is
placed in close proximity to the CO2–water interface
(Hebach et al., 2002; Kvamme et al., 2007; Georgiadis
et al., 2010), nor is it found in theoretical calculations (Li
et al., 2008) or molecular simulations (Kvamme et al.,
2007). Therefore, experimental reports having the cusp fea-
ture or that do not indicate the position of the thermocou-
ple, and, of course, those that do not report the temperature
near the CO2–water interface (Heuer, 1957; Chun and
Wilkinson, 1995; Wesch et al., 1997; da Rocha et al.,
1999; Bachu and Bennion, 2009; Chalbaud et al., 2009) also
have been excluded from our critical database.

1.4. Equilibration time

The value of IFT depends on the time of equilibration
between the CO2 and water phases. In the pendant drop
and sessile drop methods, diffusion and chemical changes
at the CO2–water interface lead to drop-aging, altering
interface morphology over time and causing a time-depen-
dent IFT. This phenomenon occurs because the interface is
curved, causing the water droplet to evaporate into the CO2

phase (Hebach et al., 2002). The equilibrium vapor pressure
for a curved interface that is concave towards the H2O-rich
phase is greater than that of a planar interface, so the
water-saturated CO2 phase is still undersaturated with re-
spect to the small, high-curvature water droplet. There
are two ways to circumvent this problem: the quasi-static
method (Hebach et al., 2002; Kvamme et al., 2007) and
the equilibrium method (Bachu and Bennion, 2009;
Chalbaud et al., 2009; Georgiadis et al., 2010). The quasi-
static method uses an intermediate steady-state period
during the time-evolution of IFT in which to make a
measurement (Hebach et al., 2002; Kvamme et al., 2007).
As its name implies, the equilibrium method entails pre-
contacting the CO2 and liquid water phases and further
equilibrating individual drops to obtain an equilibrium
interface shape (Bachu and Bennion, 2009). Reported equil-
ibration times vary widely, from a few minutes (Chiquet
et al., 2007a) to over 24 h (Bachu and Bennion, 2009).

1.5. High-quality data sets

In principle, all data sets conforming to the first two cri-
teria mentioned above (directly-measured phase densities
and appropriate thermocouple positioning) could be ac-
cepted regardless of the equilibration technique, but this
latter factor likely introduces important uncertainty into
the resulting IFT data. To the best of the authors’ knowl-
edge, only the measurements by Chiquet et al. (2007a)
and Kvamme et al. (2007) meet all three criteria, so the
availability of high-quality experimental IFT data encom-
passing the full range of relevant P and T conditions is in
fact severely limited. Subsets of data from studies wherein
Dq is estimated and thermocouple positioning is correct
(Massoudi and King, 1974; Hebach et al., 2002; Espinoza
and Santamarina, 2010; Georgiadis et al., 2010) are accept-
able at P–T conditions below 20 MPa and above 343 K. Of
the high-quality data, only Georgiadis et al. (2010) and Chi-
quet et al. (2007a) performed experiments at high T, and
only the Chiquet et al. (2007a) data refer to conditions di-
rectly comparable to the simulations presented in this
study. As additional evidence of the quality of the Chiquet
et al. (2007a) data set, there is excellent agreement between
measurements of IFT as a function of pressure at 323 K re-
ported independently by Chiquet et al. (2007a) and Kvam-
me et al. (2007), suggesting that their experimental data sets
are consistent (Fig. 1). No direct comparison can be made
between all accepted data sets, however, as there is no single
temperature at which the IFT pressure dependence was
investigated in all of these studies.

As noted parenthetically above, a fourth factor that
could influence measured IFT data is the presence of impu-
rities at the CO2–water interface (Georgiadis et al., 2010).
Impurity levels were not reported in published experimental
CO2–water IFT studies, but several results suggest that
impurity levels were low in our critically selected database:
our database is internally consistent (Fig. 1) and the results
of Chiquet et al. (2007a) are consistent with those of Geor-
giadis et al. (2010), who took great care to suppress impu-
rities in their experiments.

1.6. Simulations and models of IFT

Carbon dioxide–water phase relationships as well as the
underlying molecular structure and dynamics have been
explored using simulation techniques such as Monte Carlo
(Destrigneville et al., 1996; Biscay et al., 2009) and



Fig. 1. Pressure dependence of IFT at 323 K determined experi-
mentally by Chiquet et al. (2007a) and Kvamme et al. (2007).
Uncertainty for the Chiquet et al. (2007a) measurements is reported
in Chiquet et al. (2009).

Table 1
Partial charge and Lennard-Jones parameters (Eqs. (2)–(4)) for
CO2–CO2 (DZ & EPM2) and H2O–CO2 interactions. The carbon
dioxide C–O bond length is listed as lC–O, and water oxygen is
denoted by OSPC/E and OTIP for SPC/E (Berendsen et al., 1987) and
TIP4P2005 (Abscal and Vega, 2005) water respectively. DZ-
TIP4P2005 simulations were not performed in this study because
of the similar behavior of the EPM2 and DZ models.

Parameter EPM2a DZb PPLc

qC (e) 0.6512 0.5888 0.6172
qO (e) �0.3256 �0.2944 �0.3086
lC-O (Å) 1.149 1.163 1.162

Interaction e (kJ/
mol)

r (Å) e (kJ/
mol)

r (Å) e (kJ/
mol)

r (Å)

C–C 0.234 2.757 0.240 2.792 0.234 2.757
O–O 0.669 3.033 0.687 3.000 0.669 3.033
C–O 0.396 2.895 0.406 2.896 0.396 2.895
C–OSPC/E 0.390 2.961 0.395 2.979 0.514 3.262
O–OSPC/E 0.660 3.099 0.669 3.083 0.811 3.015
OSPC/E–
OSPC/E

0.650 3.166 0.650 3.166 0.650 3.166

C–OTIP 0.426 2.958 – – 0.514 3.262
O–OTIP 0.720 3.096 – – 0.811 3.015
OTIP–OTIP 0.775 3.159 – – 0.650 3.159

a Harris and Yung (1995).
b Zhang and Duan (2005).
c In Het Panhuis et al. (1998).
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molecular dynamics (In Het Panhuis et al., 1998; da Rocha
and Johnston, 2001; Zhang and Duan, 2005; Duan and
Zhang, 2006; Kvamme et al., 2007, 2009; Nieto-Draghi
et al., 2007). Molecular simulations can be used to validate
assumptions made in interpreting experimental data, to re-
solve discrepancies among published data sets, and to fill
gaps where experimental data are lacking. Simulation re-
sults may also be used to distinguish the effects of molecular
parameters on interfacial properties and thereby provide in-
sight into the relationship between, say, IFT and the compo-
nents of the CO2–H2O interaction. Molecular dynamics
(MD) and Monte Carlo simulation techniques have long
provided key insights of these kinds into the properties of
water–air interfaces (Taylor et al., 1996; Tsuruta and
Nagayama, 2004; Brown et al., 2008), but they have rarely
been used to study water–CO2 interfaces, perhaps because
of the lack of well-tested CO2–H2O force fields. Moreover,
to date it appears that no study has been performed compar-
ing the quality of leading models of CO2 and water in pre-
dicting IFT under the P–T conditions relevant to geologic
CO2 sequestration.

Interfacial tension between non-polar fluids and water
has also been modeled using the gradient theory of fluid
interfaces (Shah and Broseta, 2007; Lafitte et al., 2010),
which provides a unified theory of fluid phase behavior
and interfacial properties, given an equation of state and
a set of fitted “influence parameters,” if the length scale
of interfacial density gradients is much greater than inter-
molecular distances. The gradient theory modeling ap-
proach provides a good fit to experimental CO2–water
IFT data (Lafitte et al., 2010), but different insights into
the molecular interactions controlling interfacial properties
from what molecular simulations provide.

2. METHODS

2.1. Force field selection

Molecular dynamics simulations numerically solve the
Newton–Euler equations of motion for a many-particle sys-
tem and, therefore, they are well suited to investigating
dynamical, as well as structural and thermodynamic prop-
erties of many-particle systems. Intermolecular interactions
are defined by force fields typically comprising short- and
long-range components, accounting for van der Waals
and Coulomb interactions respectively. The Lennard-Jones
(LJ) 6–12 potential function is typically used to describe the
short-range interactions:

U L-J ¼ 4�
r
r

� �12

� r
r

� �6
� �

ð2Þ

where r (Å) is the “hard-sphere” radius and e (kJ/mol) de-
fines the depth of the potential well. All model force fields
tested in this paper treat atoms as charged LJ spheres
assembled into rigid molecules.

Three leading CO2 and two leading water force field
models were compared as to the effect on IFT of varying
LJ parameters and partial charges (Table 1). The DZ
(Zhang and Duan, 2005; Duan and Zhang, 2006; Idrissi
et al., 2007) and EPM2 (Harris and Yung, 1995; da Rocha
and Johnston, 2001; Tegze et al., 2006; Kvamme et al.,
2007; Nieto-Draghi et al., 2007) CO2 model LJ parameters
are nearly identical (Fig. 2), but the DZ model assigns con-
siderably smaller partial charges to C and O atoms (Table
1). The PPL model (In Het Panhuis et al., 1998; Kvamme
et al., 2009) short-range CO2 interactions have larger e
and slightly larger r than the others (Table 1) and the par-
tial charges on CO2 fall between those of the EPM2 and DZ
models.

The SPC/E (Berendsen et al., 1987) and TIP4P2005
(Abscal and Vega, 2009) water models were also compared
in our MD simulations. The SPC/E force field was chosen



Fig. 2. Plot of the Lennard-Jones potential (Eq. (2)) as a function
of distance for DZ-SPC/E, EPM2-SPC/E, EPM2-TIP4P2005, and
PPL-water: C–Ow (a) and Oc–Ow (b). The label PPL-water
represents the Lennard-Jones potential function for PPL-SPC/E
and PPL-TIP4P2005, which are identical.
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because of its ability to reproduce water self-diffusion, dis-
solved CO2 solvent structure (In Het Panhuis et al., 1998),
orthobaric density (Alejandre et al., 1995), static dielectric
constant (Wasserman et al., 1995), and PVT properties up
to high pressures (5–20 GPa; Duan and Zhang, 2006),
and because it provides one of the best predictions of the
liquid–vapor IFT of water (Chen and Smith, 2007; Vega
and de Miguel, 2007). Despite some early now-controver-
sial results indicating that the SPC/E model accurately
reproduces the water surface tension (Alejandre et al.,
1995), most simulations of water surface tension using the
SPC/E force field underestimate surface tension by up to
10 mN/m (Chen and Smith, 2007; Vega and de Miguel,
2007). Indeed, most commonly used fixed-charge water
models significantly underestimate the surface tension of li-
quid water. Only the TIP4P2005 water model has been
shown to provide a better estimate of water surface tension
(Vega and de Miguel, 2007), so this water model was also
selected for comparison.

Because the surface tension of water directly affects the
value of simulated interfacial tension, to obtain a quantita-
tive prediction of IFT, it is necessary either to use the
TIP4P2005 force field or to correct for the inaccuracy in
the SPC/E water surface tension. Renormalization of simu-
lation results using the SPC/E water model to have them
correspond with the measured water surface tension pre-
sents an alternative to using the TIP4P2005 water model,
which is relatively new and has few reported interaction
parameters with mineral atoms or aqueous solutes relevant
to CO2 storage in brine aquifers. Although the dependence
of CO2–water IFT on system pressure is controlled by the
adsorption of CO2 to the water surface (see discussion be-
low), the zero-pressure value for this IFT must equal the
surface tension of water at the temperature of interest. Thus
increasing the SPC/E-simulated CO2–water surface tension
by Dc(T), the difference between the experimental and sim-
ulated surface tension of pure liquid water at a given tem-
perature, may be used to renormalize IFT to reflect the
values that would be obtained using a water model that
reproduces the experimental water surface tension.

For the DZ and EPM2 model force fields, short-range
CO2-water interaction parameters (Fig. 2) were determined
using the Lorentz–Berthelot combining rules:

�ij ¼
ffiffiffiffiffiffiffiffi
�ii�jj
p ð3Þ

and

rij ¼
rii þ rjj

2
ð4Þ

The Kong (1973) combining rules were also tested, but they
did not improve agreement between our simulations and
experiment. For the PPL model, EPM2 CO2–CO2 interac-
tions were used, and short-range CO2–H2O interaction
parameters were taken directly from In Het Panhuis et al.
(1998) (Fig. 2). Thus, the strength of the PPL CO2–H2O
interaction is the same for simulations using the SPC/E
and TIP4P2005 water models.

2.2. Simulation methods

Simulations were performed with the code MOLDY 3.6
(Refson, 2004) using periodically-replicated cells containing
576 CO2 molecules and 1152 H2O molecules. Our simula-
tion cells were 29 � 29 Å in directions parallel to the
CO2–water interface and at least 120 Å in the direction nor-
mal to the interface, which is sufficiently large to ensure that
bulk phase properties are achieved in both fluid phases and
that IFT is independent of system size (Taylor et al., 1996).
A modified version of the Beeman algorithm (Beeman,
1976; Refson, 1985) is used to integrate the Newton–Euler
equations with accuracy to O(dt4) in position and O(dt3) in
velocity. Short-range forces are calculated within an inter-
molecular cutoff radius rc = 17.6 Å. Long-range interac-
tions are determined using three-dimensional Ewald
summation (Refson, 2004).

Simulations were initialized by placing CO2 and water
phases, previously equilibrated as bulk phases for 0.5 ns
at the appropriate P and T, into adjacent regions of the
simulation cell. All MD simulations were then equilibrated
in an NPzE ensemble (i.e. fixed composition, interface-nor-
mal pressure, and energy) for 0.1 ns using a 0.1 fs timestep.
During equilibration, rotational and translational velocities
of all molecules were rescaled every 0.1 ps to reach the de-
sired temperature, and the cell length ð�hzÞ along the CO2–
H2O interface normal was allowed to vary according to
the uniform-dilation limit of Parrinello–Rahman dynamics
(Parrinello and Rahman, 1981; Refson, 2004). Simulations
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were then run in an NVE ensemble (fixed composition, vol-
ume and energy) for 2 ns using a 0.001 ps timestep (e.g.
Fig. 3). Drift in internal energy during each simulation
was negligible (<3 � 10�5 kJ/mol).

The P–T conditions selected for our MD simulations
encompassed the range of values relevant to geologic car-
bon storage, 310–383 K and 0–45 MPa (Chiquet et al.,
2007a). For each model force field, the CO2–H2O system
was simulated under the fixed pressure of 20 MPa at 300,
310, 323, 345, 373 and 383 K and under the fixed tempera-
ture of 383 K at 0 (CO2-free), 3, 5, 10, 20, 30 MPa. The
pressure chosen represents that above which experimental
IFT values tend to reach a plateau (Chiquet et al.,
2007a). Measured values of IFT are only weakly dependent
on temperature above the CO2 critical point (Kvamme
et al., 2007; Chiquet et al., 2007a; Bachu and Bennion,
2009), so variable-P simulations were carried out at
383 K, the temperature at which the experimental IFT
reaches its smallest value. We note in passing that the
P–T conditions producing low IFT present the greatest risk
of facilitating volume flow through cap rock.

2.3. Interfacial tension and surface excess

The value of IFT was calculated directly from the prin-
cipal components of the MD simulation cell stress tensor
using the relation:

c ¼ 1

2
�hz P z �

1

2
ðP x þ P yÞ

� �
ð5Þ
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Fig. 3. (top) Molecular dynamics snapshot of an EPM2-SPC/E simulatio
atoms are represented by red, cyan, and gray spheres, respectively. The a
28.9 Å. (bottom) Time-averaged density profile of the same simulation,
profile regions. (For interpretation of the references to color in this figur
where Pz (Pa) is the interface-normal pressure, Px and Py

(Pa) are interface-parallel pressures, and �hz (m) is the inter-
face-normal simulation cell length (Matsumoto and
Kataoka, 1988; Kuznetsova and Kvamme, 2002). The sim-
ulation cell stress tensor is determined from the molecular
virial by the MOLDY script. Our values of IFT reflect
time-averaged principal stresses with uncertainty reported
as two times the standard error of these values.

Molecular center-of-mass data were obtained from each
simulation every 100 timesteps and imported into MAT-
LAB for analysis. Simulation cells were divided into
500 slabs of equal length parallel to the z coordinate, and
the number and type of molecular centers of mass within
the slabs were counted at every timestep to determine the
density profile (Fig. 3). Excess CO2 adsorbed by the water
surface was then quantified from the average of molecular
center-of-mass output determined at each timestep using
the equation:

CðH2OÞ
CO2

¼ 1

A
N CO2

� qfl
CO2

V fl þ qliq
CO2

V liq
h i

; ð6Þ

where A (m2) is the total interfacial area, NCO2
is the num-

ber of CO2 molecules, qi
CO2

(molecule/m3) is the number
density of CO2 in the bulk fluid region of phase i, Vi (m3)
is volume of phase i and superscripts “fl” and “liq” stand
for CO2 and liquid water, respectively. Number density
may be multiplied by (molecular weight)/(Avogadro’s num-
ber) to yield physical density (g/m3) for ease of interpreta-
tion. System size or NCO2

does not affect the calculated
surface excess as long as regions of bulk-fluid-like H2O
H2O liquid

1.6 Å

60 70 80 90 100 110

e (Å)

n equilibrated at 345 K and 20 MPa. Oxygen, carbon, and hydrogen
verage cell length is 111.6 Å and the cell height and depth are both
with CO2 fluid and liquid water bulk densities represented by flat
e legend, the reader is referred to the web version of this article.)
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Fig. 4. Pressure dependence of IFT at 383 K calculated by MD
simulation of (a) EPM2-, DZ- and PPL-SPC/E, and (b) EPM2-
and PPL-TIP4P2005 compared with EPM2- and PPL-SPC/E IFT
renormalized to TIP4P2005 water surface tension by adding the
difference of experimental and simulated surface tension (8.4 mN/
m at 383 K) to simulated IFT data. Curves through data represent
exponential fits calculated using proFit. Corresponding experimen-
tal data are plotted as black triangles with a fitted black dashed
curve. The blue X in (b) represents an EPM2-TIP4P2005 simula-
tion at 383 K using the significantly larger simulation cell size and
number of molecules used in Biscay et al. (2009). (For interpre-
tation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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and CO2 exist where q values are unaffected by the fluid–
fluid interface. Bulk fluid phase densities were determined
from regions where q values are invariant with z. In
Fig. 3, this occurs at z = 30 to 60 and 90 to 100 Å for the
CO2 and H2O phases, respectively. Interface positions
and, therefore, phase volumes (Vfl and Vliq) were deter-
mined by defining the surface excess of water relative to
water, CðH2OÞ

H2O , as 0 (IUPAC, 2001; Mucha et al., 2003). Gi-
ven the definition of total cell volume,

V fl þ V liq ¼ A � �hz ð7Þ

it follows that

V liq ¼
N H2O � qfl

H2OV fl

qliq
H2O

¼ A � �hz � V fl ð8Þ

Uncertainty propagated through these calculations in-
creases with pressure because the region having the bulk
CO2 density becomes narrower relative to the water phase
at higher pressures, due to the compressibility of the CO2

fluid phase.
The IFT between two fluid phases is defined as the in-

crease in the Gibbs energy per unit increase in interfacial
surface area at constant P, T, and mole number (Butt
et al., 2006). It exists as a consequence of the energetic pen-
alty of decreasing the self-coordination of a molecule when
it is removed from the bulk phase to an interface. Adsorp-
tion of molecules to a liquid–liquid or liquid–vapor inter-
face directly affects IFT by reducing or enhancing this
penalty. The relative surface excess of an adsorbed sub-
stance is directly related to IFT by the Gibbs adsorption
equation. In a system with two components,

dc ¼ �Cð1Þ2 dl2; ð9Þ

where Cð1Þ2 (mol/m2) is the surface excess of a solute (2) rel-
ative to a solvent (1) and l2 (J/mol) is the solute chemical
potential (c.f. Butt et al., 2006). Surface excess, a rapidly
equilibrating property related directly to intermolecular
forces, can be readily determined by MD simulation
(Mucha et al., 2003). Comparison between simulated and
measured CO2 adsorption by a water surface thus may shed
light on the quality of force field parameters.

Equation [9] may be applied to determine CðH2OÞ
CO2

using
an experimental IFT vs. pressure curve. Accordingly, we
calculated CO2 surface excess from the Chiquet et al.
(2007a) data by substituting the standard relation:

dlCO2
¼ RT d lnðfCO2

Þ ð10Þ

into Eq. (9) to yield:

CH2O
CO2
¼ � fCO2

RT
dc

dfCO2

ð11Þ

where fCO2
is the fugacity or unitless activity of CO2 at a gi-

ven external pressure and temperature, R is the ideal gas
constant (J mol�1 K�1), and T is temperature (K). At high
CO2 pressure, non-ideality and therefore fugacity must be
considered, while at sufficiently low pressure, fugacity must
tend to equal P (Lewis and Randall, 1961). The fugacity at
any temperature corresponding to a selected value of the
pressure was calculated using an expression based on the
Redlich–Kwong equation of state for water–CO2 mixtures
published by Spycher et al. (2003). The slope of the exper-
imental IFT vs. fugacity curve was calculated from the first
derivative of an exponential fit to the data using the pro-
gram proFit 6.1.3. Fitting parameters were sensitive to
the 0 MPa surface tension of water, which was reported
as 56.96 mN/m at 383 K (Vargaftik et al., 1983).

3. RESULTS AND DISCUSSION

3.1. Pressure and temperature dependence of IFT

All force field model combinations yield an IFT at 383 K
that decreases notably with pressure as it is increased to-
ward the CO2 critical-point value of 7 MPa (Fig. 4a and
b). Above the critical transition, IFT decreases more slowly
with pressure, approaching a model-dependent constant va-
lue. The PPL-TIP4P2005 simulations of IFT are within the
error of experimental values at all pressures (Fig. 4b). Ren-
ormalizing the PPL-SPC/E IFT values to the surface



Fig. 5. Temperature dependence of IFT at 20 MPa calculated by
MD simulation for (a) the DZ-, EPM2- and PPL-SPC/E force
fields, and (b) the same data renormalized to experimental water
surface tension by adding the difference of experimental and
simulated surface tension at each temperature to simulated IFT
data. Corresponding experimental data are plotted in black
[Chiquet et al. (2007a), filled triangles; Kvamme et al. (2007), open
diamond]. Simulated water surface tension values were determined
for each simulation temperature based on a quadratic regression
(R2 = 0.998) of SPC/E surface tensions at 275, 300, 325, 350 K
(Chen and Smith, 2007) and 383 K (this study).
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tension of water generated by the TIP4P2005 model shifts
simulated values upward by 8.4 mN/m to within the error
of PPL-TIP4P2005 simulations (Fig. 4b). Both PPL curves
then run approximately parallel to the experimental curve,
indicating that the PPL CO2–H2O interaction best captures
the pressure dependence of CO2–water interfacial tension.
The PPL CO2–water interaction yields only slightly steeper
slopes when the TIP4P2005 model is used instead of the
SPC/E model.

Biscay et al. (2009) performed Monte Carlo (MC) simu-
lations of EPM2-TIP4P2005 CO2–H2O interfacial tension
and reported very good agreement of simulated IFT with
experimental values at 383 K. Our results disagree with
the Biscay et al. (2009) IFT results at 383 K and variable
P, possibly due to employing different simulation method-
ologies, including simulation techniques, equilibration, sim-
ulation cell size and number of particles, and short-range
interaction cutoff distance (12 Å in Biscay et al. (2009);
17.6 Å in this study). The asymmetric shape and absence
of appreciable CO2 in the water phase of density profiles
presented by Biscay et al. (2009) suggest that their simula-
tions may not have been fully equilibrated. To test the effect
of simulation cell size on IFT, we performed an EPM2-
TIP4P2005 simulation using the cell dimension and number
of particles used by Biscay et al. (2009). This simulation
yielded an IFT consistent with our IFT vs. P trend (blue
X, Fig. 4b) and inconsistent with the reported Biscay
et al. (2009) value. We performed a similar simulation using
the cell dimension, number of molecules, and short-range
cutoff distance used by Biscay et al. (2009), and found that
decrease in cutoff distance had little effect. Thus we hypoth-
esize that the degree of equilibration can significantly im-
pact the simulated IFT.

The temperature dependence of IFT was evaluated at
20 MPa for all three CO2 force fields with SPC/E water
(Fig. 5). Experimentally, IFT at high pressures is only
weakly dependent on temperature (Chiquet et al., 2007a;
Chalbaud et al., 2009). Fig. 5 shows that IFT calculated
with all three CO2 models is also essentially temperature-
independent. To account for the effect of the SPC/E model
water surface tension on the temperature dependence of
IFT, simulated and experimental IFT values may be renor-
malized to the measured water surface tension by adding
the difference between experimental and simulated water
surface tensions to simulated values at each temperature
(Fig. 5b). The renormalized PPL-SPC/E IFT values again
best approximate CO2–water IFT measurements.

The similarity of IFT calculated with the EPM2 and DZ
force fields (Figs. 4 and 5) is noteworthy because of the large
differences between them in the partial charges they assign to
CO2 (Table 1). This finding suggests that the pressure
dependence of IFT is insensitive to these partial charges
and, therefore, to long-range Coulomb interactions.
Accordingly, we can attribute the different behavior of the
PPL force field to its relatively large eC–Ow and eOc–Ow LJ
parameters (Table 1), i.e., its short-range CO2–H2O interac-
tions are strong, leading to a strong decrease in IFT with
increasing pressure especially at low P. The similarity of
PPL-TIP4P2005 and renormalized PPL-SPC/E IFT values
supports this hypothesis, because both sets of simulations
use the same CO2–H2O interaction parameters and both
predict a nearly identical IFT pressure dependence
(Fig. 4b). Modification of short-range interactions appears
to be the key to improving the CO2–water interaction, as also
shown by recent MC simulations of CO2–water phase
behavior (Vlcek et al., 2011).

3.2. The CO2–water interface

Simulated CO2–H2O density profiles at the CO2–H2O
interface show structure, with the density of CO2 enhanced
relative to its bulk value within 1 nm of the water surface
(Figs. 3,6, with the SPC/E water model). As might be ex-
pected on the basis of the IFT comparisons, the strong
short-range PPL CO2–H2O interaction results in the great-
est CO2 adsorption on the water surface, whereas the
EPM2-SPC/E and DZ-SPC/E force fields yield similar
CO2 density profiles (Fig. 6).

Values of the relative surface excess of CO2 calculated
from simulation and those calculated from an exponential
fit to the experimental fugacity dependence of IFT (Chiquet
et al., 2007a; Eq. (11)) show a non-monotonic relationship



Fig. 6. Time-averaged supercritical CO2 density at 345 K and
20 MPa normalized to the bulk fluid density as a function of
distance along the simulation cell for simulations of DZ-, EPM2-
and PPL-SPC/E. Near the interface, the CO2 density is significantly
enhanced (the water phase is located between 35 and 80 Å).

Fig. 7. Calculated CO2 relative surface excess (molecule/Å2) as a
function of pressure at 383 K according to the DZ-, EPM2-, and
PPL-SPC/E models and the EPM2- and PPL-TIP4P2005 models.
Surface excess predicted from the IFT data of Chiquet et al.
(2007a) based on Eq. (11) using fugacity coefficients calculated
from equations in Spycher et al. (2003) are plotted in black for
comparison, with uncertainties based on the errors to exponential
fitting coefficients calculated in proFit.
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with pressure (Table 2 & Fig. 7). The increase of CO2 sur-
face excess with increasing pressure at low pressures and
subsequent decrease of surface excess at high pressures
can be understood quantitatively from Eq. (11), given the
proportionality between fugacity and pressure and the
increasing slope of IFT with increasing pressure (Fig. 4a).
A non-monotonic relationship between CO2 surface excess
and pressure is consistent with previous measurements of
the surface excess of CO2 on solids (Cole et al., 2010).

The large CO2 adsorption obtained for the PPL-SPC/E
and PPL-TIP4P2005 simulations (relative to other force
fields) translates to a surface excess greater than those cal-
culated with the EPM2 and DZ force fields at all pressures
(Fig. 7), a result evidently dependent mainly on short-range
CO2–H2O interactions. In comparison with predicted
experimental surface excess, the PPL model produces the
best fit to the expected results for both water models. The
slight increase in CO2 surface excess observed in the PPL-
TIP4P2005 simulations relative to PPL-SPC/E may result
from the large increase and redistribution of charge on
the water molecules in comparing the SPC/E model to the
TIP4P2005 model. This increase is also consistent with
the slight increase in slope of IFT vs. P observed when
the TIP4P2005 water model is used instead of SPC/E
(Fig. 4b).
Table 2
Relative surface excess of CO2 ðCðH2OÞ

CO2
in units of 10�3 molecule/Å2) at T

compared with values calculated from the slope of an exponential fit to e
(2SE). Simulation pressures are within ±15% of nominal P.

P EPM2-SPC/E DZ-SPC/E PPL-SPC/E

CCO2
2SE CCO2

2SE CCO2
2SE

3 8.7 0.8 – – 10.6 0.9
5 9.3 0.5 8.0 0.8 21.7 1.0

10 17.0 0.5 17.3 0.9 25.2 0.6
20 15.5 0.4 12.5 0.3 25.1 0.2
30 6.7 0.1 6.3 0.1 15.8 0.2

a Surface excess CO2 from the fugacity-dependence of experimental IF
Spycher et al. (2003) equation of state.
Despite the qualitative agreement between surface excess
and the pressure dependence of IFT for all three models,
the very good agreement between PPL-SPC/E surface ex-
cess and predicted experimental values is not expected, be-
cause the PPL-SPC/E simulations exhibit a slightly weaker
pressure dependence of IFT than experiment (Fig. 4b). Sur-
face excess does not exactly correspond to the slope of IFT
vs. P at a given P and T, possibly due to the effect of cap-
illary waves on the water surface causing variability (an in-
crease) in interfacial area, which we did not take into
account, or because of small differences between the fugac-
ity coefficients of real vs. modeled CO2.

The good agreement of the PPL-SPC/E and PPL-
TIP4P2005 surface excess with values predicted from exper-
iment (Fig. 7) may be explained qualitatively by examina-
tion of the interaction between CO2 and randomly
oriented water molecules. In the systems investigated here,
carbon dioxide models located near the water surface have
an almost random orientation relative to nearby water, be-
cause of the high temperature and the relatively weak CO2–
water interaction. Comparison with quantum mechanical
predictions of the CO2–H2O dimer interaction potentials
= 383 ± 3 K as a function of pressure (MPa) determined from MD
xperimental IFT data. Uncertainty is reported as 2 standard error

EPM2-TIP4P2005 PPL-TIP4P2005 Predicted (f)a

CCO2
2SE CCO2

2SE CCO2
2SE

– – – – 16.8 3.0
11.3 1.2 19.6 1.0 21.6 3.5
24.4 1.9 28.3 0.9 26.0 1.9
17.3 0.9 25.4 0.5 24.0 1.6
11.7 0.2 – – 20.5 1.0

T (Chiquet et al., 2007a), with COs fugacity calculated from the
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(Sadlej et al., 1998; Duan and Zhang, 2006) averaged over
all angular configurations reveal that the PPL model over-
estimates the short-range repulsive part of the CO2–water
interaction potential (i.e. it predicts larger molecules than
implied by ab initio calculations). However, it correctly pre-
dicts the long-range attractive part of the CO2–H2O dimer
interaction potential, which likely determines CO2 adsorp-
tion on the water surface, whereas the EPM2 and DZ mod-
els underestimate the strength of this interaction.

In the range of temperatures and pressures relevant to
CO2 sequestration in brine aquifers and depleted hydrocar-
bon reservoirs, the PPL CO2–water interaction most accu-
rately captures calculated CO2 surface excess and the
measured pressure dependence of IFT. The PPL-SPC/E
simulations adequately reproduce experimental IFT when
renormalized to the surface tension of TIP4P2005 water,
while PPL-TIP4P2005 simulations reproduce both experi-
mental water surface and interfacial tension extremely well
without renormalization. However, because of the greater
abundance of well-tested solute– and mineral–water inter-
action potentials available for use with SPC/E water, the
PPL-SPC/E model may have greater utility than the PPL-
TIP4P2005 model for studying CO2–brine–mineral systems
relevant to geologic CO2 storage.
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