Quantifying and relating land-surface and subsurface variability
in permafrost environments using LiDAR and surface geophysical

datasets
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Abstract The value of remote sensing and surface
geophysical data for characterizing the spatial variability
and relationships between land-surface and subsurface
properties was explored in an Alaska (USA) coastal plain
ecosystem. At this site, a nested suite of measurements
was collected within a region where the land surface was
dominated by polygons, including: LiDAR data; ground-
penetrating radar, electromagnetic, and electrical-resis-
tance tomography data; active-layer depth, soil tempera-
ture, soil-moisture content, soil texture, soil carbon and
nitrogen content; and pore-fluid cations. LiDAR data were
used to extract geomorphic metrics, which potentially
indicate drainage potential. Geophysical data were used to
characterize active-layer depth, soil-moisture content, and
permafrost variability. Cluster analysis of the LiDAR and
geophysical attributes revealed the presence of three
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spatial zones, which had unique distributions of geomor-
phic, hydrological, thermal, and geochemical properties.
The correspondence between the LiDAR-based geomor-
phic zonation and the geophysics-based active-layer and
permafrost zonation highlights the significant linkage
between these ecosystem compartments. This study
suggests the potential of combining LiDAR and surface
geophysical measurements for providing high-resolution
information about land-surface and subsurface properties
as well as their spatial variations and linkages, all of
which are important for quantifying terrestrial-ecosystem
evolution and feedbacks to climate.

Keywords Geomorphology - Geophysical
characterization - Alaska - Active layer - Permafrost

Introduction

The utility of surface geophysical and LiDAR (light
detection and ranging) data, collected in an Arctic coastal
tundra ecosystem, was examined to characterize the
spatial variability and relationships between land-surface
and subsurface properties that may influence terrestrial-
ecosystem feedbacks to climate. The Arctic, characterized
by the presence of permafrost, is a climatically sensitive
region that has experienced warming in recent decades
and that is projected to warm twice as much as the rest of
the globe by the end of the twenty-first century (Allison et
al. 2009). Permafrost soils store almost as much organic
carbon as is found in the rest of the world’s soils and
about twice as much as is present in the atmosphere
(Tarnocai et al. 2009); 12 % of that organic carbon is
currently contained within the upper active layer with the
remainder present in the vulnerable permafrost. Recent
observations suggest that rapid permafrost degradation is
increasingly common in the Arctic and is linked to
warmer temperatures (Jorgenson et al. 2006). Feedbacks
from terrestrial ecosystems are recognized as one of the
largest sources of uncertainty in global climate models
(Friedlingstein et al. 2006). Warming-induced permafrost
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degradation may contribute to these feedbacks through a
variety of mechanisms, including through altering the
energy balance and vegetation dynamics (e.g., Sturm et al.
2001) as well as rates of microbial decomposition of soil
organic carbon, which could release a large amount of soil
carbon back into the atmosphere as CO, and CH4 (Zimov
et al. 2006; Schuur et al. 2009).

The mode of permafrost degradation in response to
warming is highly variable (Jorgenson and Osterkamp
2005). In the Coastal Plain of Alaska where this study
takes place, the permafrost is continuous yet the high
volume of ground ice at the top of the permafrost also
renders these areas susceptible to degradation (Nelson et
al. 2001). Over successive freeze—thaw cycles, a polygo-
nal network of ice wedges can form (Leffingwell 1915)
that can push up the overlying soil, resulting in rims that
surround low-centered polygons. When the ice wedges
thaw and subside, they become troughs that surround
high-centered polygons. Where topographic gradients are
low and the active layer is thin, such polygonal landforms
can greatly influence the microtopography and in turn, the
hydrological storage capacity and drainage behavior of the
region (Engstrom et al. 2005; Rowland et al. 2010). In
these environments, topographic differences on the order
of centimeters can be sufficient to alter the hydrology. For
example, low-centered polygons often have standing
water during the growing season (Liljedahl et al. 2012),
whereas the middle regions of high-centered polygons are
typically well drained (Woo and Guan 2006). Additional-
ly, permafrost thaw is expected to alter the evolution of
drainage networks, which in turn has the potential to
change the volume and distribution of water. Since soil
moisture is a key variable that affects vegetation and the
surface energy balance in Arctic systems (Chapin et al.
2000), gaining an understanding of the controls on soil
moisture spatiotemporal distribution is critical for quanti-
fying ecosystem feedbacks to climate.

Because polygonal troughs often serve as pathways for
water and nutrients (Woo and Guan 2006) and the soil-water
saturation state influences redox state (Kogel-Knabner et al.
2010), the microtopographically controlled moisture distri-
bution in low-gradient Arctic regions can also greatly alter
the subsurface biogeochemistry that controls organic carbon
decomposition. Several studies performed in thermokarst or
polygonal ground features in Alaska have documented the
control of topographic variability on active layer properties
that influence the rates and mechanisms of organic content
decomposition such as moisture content, pH and iron content
(e.g., Lee et al. 2010, 2011; Zona et al. 2011; Lipson et al.
2012; Sommerkorn 2008).

Together, these studies indicate a few important
findings that motivate this study: (1) topographic, hydro-
logical and geochemical parameters that contribute to
ecosystem-climate feedbacks can vary substantially over
length-scales of several meters or less in permafrost
regions and (2) many relevant terrestrial-ecosystem envi-
ronmental variables are correlated with each other over
space, suggesting the potential for using proxy measure-
ments to provide information about the spatial distribution
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(or zonation) of suites of properties as well as about the
interdependencies of system compartments (land surface,
active layer, permafrost). Indeed, in a study focused on
exploring microtopographic controls on Alaska Coastal
Plain ecosystem functioning, Zona et al. (2011) recom-
mended that ‘future studies should explore more advanced
methodologies which could integrate different scale
measurements, taking the polygon structure into account
in the investigation of carbon dynamics’.

Characterization of the properties within and coupling
between land surface, active layer and permafrost and their
joint controls on ecosystem functioning is challenging due to
the varied nature and wide range of scales over which
associated geomorphological, hydrological, and biogeo-
chemical processes interact. Although point-based measure-
ments can provide direct information about individual key
properties (such as topography, active layer thickness, soil
moisture and temperature, ground ice and aqueous geo-
chemistry), their invasive nature and limited spatial extent
often prohibit high-resolution quantification of property
spatial distributions and inter-dependencies. Additionally,
given that land-surface and subsurface variations can occur
over length scales of a meter or less, adequately spaced
conventional (point or wellbore-based) sampling methods
also have a propensity to disturb fragile ecosystems, thereby
rendering the samples less representative of in situ con-
ditions. Exacerbating the characterization effort is the
dynamic nature of the Arctic, where available soil moisture
and hydrological connectivity vary dramatically with sea-
sons (e.g., Hinkel et al. 2001a, b; Wright et al. 2009), which
in turn affects thermal and biogeochemical rates and
mechanisms (Sturtevant et al. 2012; Zona et al. 2011).

To circumvent the challenges described in preceding
discussion, this study explores the combination of point
measurements, which are direct but spatially sparse, with
LiDAR and surface geophysical datasets, which are indirect
but spatially extensive, for characterizing land-surface and
subsurface variabilities and their linkages. The utility of
LiDAR and surface geophysical datasets are explored using
data collected during one field campaign, which was
performed at the end of the 2011 growing season. As such,
the findings are representative of the environmental con-
ditions associated with that time period only. However, given
the ability to now autonomously collect geophysical
monitoring datasets (such as electrical resistivity tomogra-
phy), the approaches explored in this study should be
extensible for characterizing the temporal as well as spatial
variability of land-surface and subsurface properties impor-
tant for ecosystem-climate feedbacks.

LiDAR methods yield high-resolution (<1 m) topographic
estimates, which can be used to quantify geomorphological
features and thus the propensity for surface-water routing and
drainage over large areas. LIDAR has been used extensively
to map geomorphological or depositional features such as
landslides (e.g., McKean and Roering 2004; Glenn et al.
2006), alluvial fans (Frankel and Dolan 2007) and channel
beds (Cavalli et al. 2008) and have more recently been used
to investigate geomorphology and its evolution in Arctic
systems (Rowland et al. 2011).
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Whereas LiDAR provides information about land-
surface variability, surface geophysical methods have the
potential to provide information about subsurface property
variability, including the active layer and the deeper
permafrost. Significant advances in using geophysical
methods to quantify hydrological and biogeochemical
processes in shallow aquifers have been realized over the
past decade (see reviews by Hubbard and Linde 2011;
Hubbard and Rubin 2005; and Atckwana and Slater
2010). Several recent reactive transport-modeling studies
have now also demonstrated the significant benefit of
using geophysically obtained subsurface property esti-
mates to improve the predictive understanding of shallow
subsurface biogeochemical processes and system func-
tioning (e.g., Scheibe et al. 2006; Wu et al. 2011).

Recent studies have also illustrated that geophysical
methods can be useful for characterizing permafrost
systems (e.g., Kneisel et al. 2008; Hauck and Kneisel
2008). Ground penetrating radar (GPR) data have been
used for characterizing active layer thickness and moisture
content (Brosten et al. 2006; Hinkel et al. 2001a, b;
Monroe et al. 2007; Bradford et al. 2005; Steelman and
Endres 2009; Steelman et al. 2010; Brosten et al. 2009;
Westermann et al. 2010; Wollschldger et al. 2010). Both
GPR and electrical resistivity methods have been success-
fully used to delineate regions having different quantities
and types of ground ice (DePascale et al. 2008; Hauck et
al. 2010; Yoshikawa et al. 2006). Surface-based (Harada et
al. 2000) and airborne (Minsley et al. 2012b, b)
electromagnetic approaches have also been used to map
permafrost distribution. Electrical (Hilbich et al. 2008; Wu
et al. 2012) and seismic (Hilbich 2010) methods have
shown potential for mapping thaw fronts or assessing
freeze—thaw dynamics. In spite of these advances, very
few studies have attempted to use multiple geophysical
methods to understand the variabilities of properties and
interdependencies associated with different compartments
of an Arctic ecosystem, including the active layer and
deeper permafrost. Additionally, the use of geophysical
data to delineate permafrost zonation of property that is
potentially meaningful in terms of ecosystem-climate
feedbacks has, to the authors’ knowledge, not been
explored.

This study explores the potential of combining LiDAR
and multiple geophysical datasets to characterize and
relate geomorphology and subsurface thermal and hydro-
geochemical variability. The study was conducted near
Barrow, Alaska, as part of a new Department of Energy
(DOE) Next-Generation Ecosystem Experiments (NGEE-
Arctic) project, which has a long-term goal of developing
a process-rich ecosystem model that extends from the
bedrock to the top of the vegetative canopy, where the
evolution of Arctic ecosystems in a changing climate can
be modeled at the scale of a high-resolution Earth system
model. Critical for meeting this goal is the development of
approaches to quantify land-surface properties that influ-
ence energy balance, and subsurface processes that
influence microbial decomposition of organic carbon—in
high resolution and over landscape scales, as is needed to
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refine process understanding and parameterize and vali-
date the numerical models.

The specific objectives of this first NGEE-Arctic
geophysical study are to: (1) to evaluate the utility of
different geophysical approaches (including surface GPR,
electrical and electromagnetic data) for providing infor-
mation about variability in subsurface properties (such as
moisture and active layer thickness) that potentially
influence terrestrial-ecosystem feedbacks to climate at
the Barrow NGEE-Arctic site; (2) to evaluate the potential
of LiDAR and geophysical data to delineate land-surface
and subsurface property zonation, respectively; and (3) to
explore the linkage between subsurface and land-surface
variability in tundra environments using geophysical and
LiDAR datasets. If extant, such a linkage could provide a
vehicle for upscaling and for estimating critical subsurface
properties in high resolution and over large spatial scales
as needed for numerical model initialization and
validation.

Study site, methods and datasets

Study site and spatially nested acquisition campaign
The village of Barrow (71.3°N, 156.5°W) lies within the
Alaskan Arctic Coastal Plain (USA), which is bordered on
the north by the Arctic Ocean and on the south by the
foothills of the Brooks Range. Permafrost at the site is
continuous, ice-rich, and is present to depths greater than
350 m (Sellmann et al. 1975). This study was performed
within the Barrow Environmental Observatory (BEO;
Fig. 1), which is located approximately 6 km east of
Barrow. The terrestrial landscape of the region includes a
mosaic of thaw lakes, drained thaw lake basins and
interstitial polygons (Hinkel et al. 2007); the landscape is
characterized by low topographic relief, low hydraulic
gradient and shallow depths (<1 m) to the top of the
permafrost. Historic (1901-2007) mean annual air tem-
perature is —12 °C and mean annual precipitation is
113.5 mm, with the majority falling as rain during the
short summer. Soils in the BEO are generally classified as
Gelisols, which are characterized by an organic-rich
surface layer underlain by a horizon of silty clay to silt-
loam-textured-mineral material and a frozen organic-rich
mineral layer.

The study site is located directly west of a previously
NSF-supported biocomplexity flooding and draining ex-
perimental study site (e.g., Goswami et al. 2011; Lipson et
al. 2012). LiDAR data collected in 2005 (Fig. 1) revealed
that land surface at the study site is dominated by
polygonal features. Indeed, visual identification of at least
three different types of polygons, including high-centered
polygons (ice-wedge polygons having the highest topo-
graphic value in the center), low-centered polygons
(polygons having the lowest topographic value in the
center), and transitional polygons. The presence of these
different polygons motivated the choice of the study site,
as different polygons could potentially indicate different
states of permafrost degradation and moisture distribution.
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Fig. 1 a Location of Barrow, Alaska, USA; b Location of the Barrow Environmental Observatory (BEO) near Barrow; ¢ Study site
location, with boundaries identified by the spatial extent of the electromagnetic (EM) grid. Colors indicate the electrical apparent
conductivity values from the EM data, which are superimposed over the LIDAR-based elevation image. The location of the centerline GPR/
ERT transect is indicated by the heavy solid center line; the additional parallel and perpendicular GPR lines are shown by the other solid
lines, and the locations of detailed sampling sites are indicated by black boxes

A ~47-5 m-long by 40-m-wide NW-SE-trending study
zone was defined to encompass these three different types
of polygons.

Geophysical and point measurements were collected
within the study site the week of September 24—October 1,
2011. The average daily air temperatures ranged between
0 °C at the beginning of the week to —2.7 °C at the end of
the week, with the highest temperature of 1.1 °C and the
lowest of —6.6 °C. Snowfall up to 4 cm/day was
intermittent. During the week of the campaign, the surface
waters transitioned from thawed state to a partially frozen
state. However, the soils remained unfrozen, and thus the
campaign was representative of the end of the growing
season. The cold and thus hard ground surface facilitated
the acquisition of surface geophysical data in a manner
that did not appear to disturb the fragile tundra.

The campaign included the acquisition of a suite of
nested datasets geared toward assessing the spatial
variations of subsurface properties at the end of the
growing season; details of each of the datasets are
provided in the sections to follow. The boundaries of the
study site were defined by the spatial extent of the grid of
electromagnetic (EM) data as shown in Fig. 1. Surface
ground-penetrating radar (GPR) and electrical resistance
tomography (ERT) geophysical data were collected along
a centerline transect and several additional GPR transects
were collected along transects that extended parallel and
perpendicular to this centerline (Fig. 1). Active layer
thickness, soil temperature, and soil moisture measure-
ments were collected using uniform spacing along the
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centerline and two parallel GPR transects located on either
side of the centerline. Detailed sampling sites were
established along the grid centerline (Fig. 1), where
various measurements or samples were collected at tight
spatial spacing (on the order of meters and less), including
soil/core samples, active layer thickness, soil temperature,
and soil moisture. Soil samples were subsequently
analyzed to characterize texture, aqueous geochemistry,
carbon and nitrogen content, and moisture content.

LiDAR and geophysical datasets and analysis

The LiDAR and surface geophysical methods that were
used for this study are briefly reviewed in this section.
Additional information about the LiDAR, GPR, ERT, and
EM methods are provided in the Appendix. Along the
geophysical transects, as well as at all point-measurement
stations, a global positioning system (GPS) was used to
measure latitude, longitude and elevation using a Topcon
GRS-1 Real Time Kinematic (RTK) GPS. Positional
accuracy during data collection was sub-centimeter in
both vertical and horizontal directions.

LiDAR data

LiDAR data were acquired on October 4, 2005 over the
study site and processed to yield a digital elevation model
with a spatial resolution of 0.5 m. Information about the
LiDAR data acquisition and processing are provided in
the Appendix. Three metrics were extracted from the
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processed LiIDAR data to characterize the geomorphology
of the polygonal land surface: directed distance (m), local
slope (m/m), and wavelet curvature (1/m). Directed
distance was measured from the elevated ridgelines of
the polygonal features (Gangodagamage et al. 2011). In
high-centered polygon regions, the distance was calculat-
ed from the center of the polygons to the trough area along
the flow path in all directions. The directed distance
associated with transitional and low-center polygons was
calculated from the elevated ridgeline toward the polyg-
onal center and then toward the outside trough area of the
polygons along the flow-path direction. Directed distance
was also used as a scale parameter to characterize the
slope and curvature attributes in terms of ensemble
averages. Local slope was computed by considering a
region composed of 9 (3x3) grid cells and curvature was
computed by convolving a Gaussian kernel with the
elevation dataset and by performing landscape smoothing
at 1.5-m scale (Lashermes et al. 2007).

Ground penetrating radar (GPR)

Surface, common-offset GPR transects were collected at
the study site along three ~475-m-long parallel transects
and along several ~40-m-long perpendicular transects
using the Sensors and Software Pulse Ekko 1000 system
with both 450 and 900 MHz antennas (Fig. 1). An
odometer was used to control trace spacing of 10 cm; each
trace represented a stack of eight individual traces. The
sampling interval for the 450 MHz was 200 ps and for the
900 MHz, was 100 ps. Minimal processing of the
common offset lines included zero-time adjustment,
bandpass filtering, automatic gain control, conversion of
travel time to depth, and correction for microtopographic
variations using elevation data measured along the trans-
ects. Conversion of the GPR signal travel time to the top
of the permafrost and back to the ground surface was
based on an average velocity of the active layer obtained
from the analysis of several common midpoint (CMP)
gathers that were also collected at various locations in the
study site using step-out increments of 0.05 and 0.1 m.
The two-way time of the radar signal, down and back
from the key reflector (which was identified as the
interface between the active layer and the permafrost
based on comparison with active layer probe depth
measurements), was picked using Promax software and
exported for analysis. The GPR data were displayed as
two-dimensional (2D) vertical plane transects.

Electrical resistance tomography (ERT)

A ~475-m-long ERT profile was collected along the study
site centerline (Fig. 1) using a 112-electrode AGI Super-
Sting R8 system, a dipole-dipole survey geometry with
0.5-m electrode spacing, and a roll-along acquisition
strategy. The largest distance between the closest injection
and potential electrode was 18 m, while the largest
distance between the two injection (or potential) electro-
des was 3 m. Low quality measurements were removed
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from the acquired data set, including signals associated
with measured potentials less than 3 mV and those
associated with faulty electrodes. The electrode locations
were adjusted for elevation and inverted for electrical
resistivity using CRTomo, which is a smoothness-con-
straint inversion code that is based on a finite-element
algorithm (Kemna 2000). As described in the Appendix,
the discretization of the model varied with position and no
corrections for temperature dependency were made. The
obtained mean absolute difference between the calculated
and measured data was ~12 %. The obtained electrical
resistivity values were displayed as a 2D vertical plane.

Electromagnetic (EM) data

An EM38-MK2 was used to collect electromagnetic
datasets along 14 transects that were each 475 m long
and that were located 1.5 m from each other. The EM38-
MK?2 simultaneously acquires data using two transmitter
receiver coil separations (1 and 0.5 m). The EM grid was
collected twice using both horizontal and vertical coil
orientations and collected with the instrument located
~0.05 and 0.1 m above ground surface respectively.
Acquisition was performed using an external control unit
that allows for synchronization of the acquisition with
positioning from the GPS navigation system. Tool zero
adjustment was performed using the instrument protocols
twice per day (Geonics 2009). The acquired data were
inverted at each location to obtain a one-dimensional (1D)
subsurface resistivity model using the least-squares based
algorithm EM1DFM (Farquharson 2000) and by enforcing
the model to be as close as possible to a starting layered
model defined on prior structural information from an
ERT profile; details about the inversion parameters are
provided in the Appendix. The raw and inverted electrical
conductivity values were displayed as 2D plan view
depth-averaged maps; an example of the raw data is
shown in Fig. 1.

Point measurements

Several different types of point measurements or samples
were collected within the study site: one set was collected
over a ‘grid’, using uniform spacing along the three long
GPR transects. The other set was collected using a non-
uniform spacing within the three detailed sampling sites,
which were located along the centerline transect (within
the boxes shown in Fig. 1).

Grid-based point measurements

Thaw depth was measured at 300 locations using a 20-m
sampling interval along the outside two long GPR trans-
ects, a 3-m sampling interval along the centerline transect,
and a 0.5-m sampling interval within the detailed
sampling sites (refer to Fig. 1). The measurements were
collected using a steel T-handled tile probe labeled with
centimeter gradations starting at the bottom of the probe.
Because the acquisition campaign occurred at the end of
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the growing season, the thaw depth measurements are
considered to be equivalent to the active layer thickness
(ALT). At all locations where ALT was measured, the soil
permittivity and soil temperature were also measured. In
situ dielectric permittivity measurements were obtained
using a soil-moisture-Trase-system time domain reflec-
tometer (TDR) with two 20-cm waveguides placed 5 cm
apart and with a central frequency of approximately
3 GHz. For this study, the TDR-obtained dielectric
permittivity values were used only as a proxy for water
content, with low values indicating relatively dryer soils
and higher values representing relatively more moist soils.
However, investigations using Barrow soils indicate a
good relationship between dielectric permittivity and
water content as described by Eq. 2 (Engstrom et al.
2005). Soil temperatures were measured using an
EXTECH Instruments EA15 Thermocouple with two type
K bead wire temperature probes, which have a tempera-
ture range from —30 to 300 °C with a 0.1° resolution. Both
temperature sensors (T1 and T2) were fixed to the tile
probe used to measure thaw depth thickness. T2 was
located at 10 cm shallower than the base tip of the probe
and T1 was located 20 cm above the base tip of the probe.

Point measurements collected in detailed sampling sites
In addition to the ‘grid’ of uniformly sampled measure-
ments described in the preceding, three detailed sampling
sites were established along the grid centerline (boxes in
Fig. 1), where measurements or samples were collected at
spacings ranging from 0.5-11 m. Measurements included
soil dielectric permittivity, soil temperature and ALT, all
collected using the techniques already described. Addi-
tionally, a peat corer, which had a ~10-cm-long tip, was
used to collect soil samples from the thawed layer.
Because this tip could not penetrate through the perma-
frost, the peat corer could only retrieve the soils that
existed from the ground surface to about 10 cm above the
permafrost (or in approximately the top 40 cm). Three
core samples were obtained at each location for different
subsequent analyses, including: (1) texture, gravimetric
moisture, cation analysis, and carbon/nitrogen analysis;
(2) geophysical laboratory analysis; and (3) microbiolog-
ical analysis. This study includes analysis of core samples
collected for the first suite of measurements. Descriptions
of geophysical laboratory studies using the second set of
cores are described by Wu et al. (2012), and microbio-
logical analysis of the third suite of cores is in progress
(Jansson et al. 2012). Where vertical differentiation was
visible, samples were collected at different depths. Photo-
graphs were taken of all soil samples and the samples
were split for subsequent analysis.

Laboratory analysis of the soil samples was performed
to assess texture, moisture, and geochemical properties.
The samples were dried over a period of about 1 week in a
freeze dryer until no further weight loss was observed.
The weight difference before and after the freeze-dry
process was used to calculate gravimetric moisture
content. Because the soil samples recovered were not
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cohesive, it was challenging to estimate the sample
volume and, thus, bulk density, which is needed to
convert the gravimetric water content to volumetric water
content. Acquisition of frozen cores from the same study
sites is currently in progress to remedy this limitation.
Subsequently, the freeze-dried samples were sub-sampled
for texture and carbon/nitrogen analysis. Soil textural
analysis on 18 samples was performed using the pipette
method by Soil and Plant Laboratory, Inc. (SPL) of San
Jose, California (USA), in accordance with the procedures
outlined in Klute (1986). All samples were analyzed for
carbon and nitrogen concentrations from bulk soils.
Subsequent to freeze drying, soil samples were cleaned
of any live organic matter and then sieved through a 2-mm
sieve to remove any rocks. Roots were removed using
tweezers, and the soil samples were then coned, quartered
and then ground for ~24 h using a ball-bearing roller. The
bulk soil samples were subsequently transferred to a
scintillation vial and rendered into ~20-45-mg foil balls
for analysis. Atropine was used to develop a standard
calibration curve, and duplicate analysis of carbon and
nitrogen isotopes were performed for each soil sample
using a Carlo Erba NC2100 analyzer.

Major cation analysis was performed on pore water
retrieved from the core samples. This analysis was viewed
as opportunistic as the samples were not ideally preserved
to represent in situ conditions with confidence. The soil
samples were diluted with deionized water for pore-fluid
extraction. For each sample, 1-2 g of the bulk soil was
diluted at 1:5 weight ratio using deionized water and the
diluted samples were continuously mixed on a shaker for
3 days. After mixing, the supernatant of each sample was
extracted and filtered through 0.2-micro filters. The
filtered samples were subsequently measured for (diluted)
electrical conductivity and then acidified and analyzed
with inductively coupled plasma-mass spectrometry (ICP-
MS, Perkin Elmer) for major and trace cations, including
Ca, Na, Mg, Fe, Al, Si, K, Mn, Cu, and Zn.

Statistical methods for assessing and comparing
datasets

Statistical analysis of the datasets included three compo-
nents: (1) exploratory data analysis to identify correlations
among different geophysical datasets and subsurface
properties, (2) cluster analysis to identify possible spatial
zonation based on LiDAR data and geophysical attributes,
and (3) statistical testing to delineate geomorphic, thermal,
hydrological and geochemical characteristics associated
with each identified zone.

The exploratory data analysis considered co-located
point measurements and geophysical datasets at more than
100 points. The main focus was to establish correlations
between the geophysical attributes (i.e., two-way radar
travel time, electrical resistivity) associated with the
geophysical centerline traverse and subsurface properties
from the point measurements (e.g., moisture, ALT,
temperature). Linear curve fitting, which was found to be
acceptable for this analysis, was used to compute the
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correlation between geophysical attributes and subsurface
parameters.

Cluster analysis of the LIDAR metrics and geophysical
attributes was performed to explore for the presence of
land-surface and subsurface zonation, respectively, with
the motivation that developing easy ways to identify such
zonation using spatially extensive datasets could be useful
for guiding in-field detailed sampling and for point
measurement upscaling. Additionally, comparison of
land-surface and subsurface zonation, if it exists, offers a
means to evaluate linkages between hydrogeomorphology
and subsurface hydrogeochemical-thermal properties, all
of which are important for gaining a predictive under-
standing of terrestrial ecosystem-climate feedbacks. In-
field observations suggested the presence of at least three
different types of polygonal ground: low-centered poly-
gons (in the southern portion of the study site), high-
centered polygons (in the northern portion of the study
site), and ‘transitional’ polygons in the middle portion. As
such, clustering analysis was performed on both the
LiDAR-extracted metrics (directed distance, slope and
curvature) as well as the geophysical attributes (electrical
resistivity and GPR two way travel time) by a priori
defining three clusters.

Cluster analysis was performed to assess whether
three unique combinations of the LiDAR-obtained
metric distributions existed. The analysis was per-
formed on the metrics extracted from the LiDAR data
over a 60-m-wide rectangle that encompassed the
center geophysical transect. The analysis included
calculating the mean statistics and covariance structure
of the input slope, curvature, and directed distances
from the LiDAR data and then computing the posterior
probabilities using a maximum likelihood classifier for
all of the pixels that belonged to one of three classes.
Based on the posterior probabilities, the input pixels
were classified into one of three bins based on the
highest probability score. The classifications were then
‘mapped’ back into space to explore the spatial
variation of LiDAR metric clusters.

In a similar manner, unsupervised clustering was
used with the geophysical attributes to identify if
unique combinations of subsurface geophysical attrib-
utes existed. Given overlapping Gaussian-shaped dis-
tributions of the geophysical attributes, a Gaussian
mixture model-based clustering algorithm (Hastie et al.
2001) was used, which is expected to perform well
under such conditions. Three clusters were prescribed
based on visual observations described earlier. All of
the geophysical attributes along the centerline were
used in the cluster analysis, including the electrical
resistivity from ERT and from inverted EM signals and
the two-way travel time of the GPR signal to the base
of the active layer. The electrical resistivity values
from ERT and inverted EM signals were divided into
shallow (less than 0.2 m, representing the active layer)
and deep (1.0-2.0 m, representing the permafrost)
categories. To honor each geophysical attribute consis-
tently, the attributes were normalized by their
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respective mean and standard deviations. The
MCLUST package (Fraley and Raftery 2012) from
the statistical computing software R (R Development
Core Team 2010) was used for the clustering, which
uses an expectation maximization algorithm that com-
putes and maximizes the expectation of log-likelihood
iteratively (Hastie et al. 2001). The identified classi-
fications were then projected back into space to
explore if coherent spatial variations of subsurface
geophysical attribute clusters existed.

After subsurface zones were identified through cluster
analysis of geophysical data, the subsurface characteristics
of each zone was explored through analysis of the detailed
point measurements that were collected in each of the
zones, including soil temperature, soil-moisture content,
ALT, carbon content, and iron and potassium concen-
trations. Visualization of the distribution of each attribute
in different zones was facilitated using boxplots, which
show the distribution of the parameters as well as their
mean value and outliers. The significance of the distribu-
tion of these properties as a function of zone was
quantified and tested by multiple comparison statistical
testing, including one-way analysis of variance
(ANOVA) with the null hypothesis that there is no
zonation difference, and Tukey’s pairwise comparison
test (Christensen 2002).

Results and discussion

Grid-based point measurements

The probe data revealed the thin nature of the active layer in
this region: the average depth to the top of the permafrost
was 36 cm (with a 37 cm range from 21 to 58 cm),
which is similar to results found through nearby
studies (Shiklomanov et al. 2010). GPS-measured
elevation averaged 5.14 m (with a 71 ¢cm range from 4.79
to 5.53 m); LiDAR estimated and GPS-measured elevations
compared favorably. Soil temperatures in the grid varied
between 1.1 and 1.9 °C and relative dielectric permittivity
values varied between 3.8 and 87.8. Figure 2 provides
examples of grid-based point measurements along the
centerline geophysical transect and reveals some general
trends. The thickest active layer zones often appear beneath
local topographic lows, and these regions also tend to have
higher soil temperatures and higher dielectric permittivity
values (indicative of higher moisture). The correspondences
suggest that the troughs and the middles of low-centered
polygons are likely associated with more standing or flowing
water than surrounding areas. The surface water can lead to
increased moisture content in the deeper soils and, thus,
higher heat retention and conduction, which could deepen
the active layer beneath, relative to surrounding zones
(e.g., Engstrom et al. 2005; Lee et al. 2010).

LiDAR metric and cluster analysis
Figure 3a and c show select examples of the spatial
distribution of the LiDAR-extracted slope and curvature
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near the south end of the center geophysical transect; the
corresponding mean values of slope and curvature (<S>
and <C>) are plotted in Fig. 3b and d as a function of
directed distance. Figure 4a shows the spatial distribution
of the LiDAR-extracted metrics over the entire study
region. Figure 4b shows a three-dimensional (3D) cross-
plot of the LiDAR metrics, which reveals three distinct
clusters. Spatial translation of those identified clusters is
shown in Fig. 4c. Figure 5a, b shows mean slope and
curvature as a function of directed distance for represen-
tative areas within each of the LiDAR- identified
geomorphological zones.

Analysis of the LiDAR metrics and associated geo-
morphological clustering reveals the presence of three
distinct zones that varied in a coherent manner from south
to north in the study region (zones 1, 2 and 3; Fig. 4c¢),
and which reflected the geomorphic controls on drainage.
Zone 1, the region of high-centered polygons, has the
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highest slope, highest negative curvature and highest
positive curvature measurements. The high slope and
negative curvature values are located near the centers of
the high-center polygons, which facilitate flow dispersion
from the center area of the high-centered polygons to the
outside trough area. The exterior polygonal areas in zone
1 have higher slopes and higher positive curvatures
compared to other zones, which also facilitate the water
and sediment transport. These metrics suggest that under
the hydrological conditions associated with this end-of-
the-growing season field campaign, zone 1 has the highest
relative drainage potential of the three zones. Zone 3
reveals lower slope and lowest curvature distributions
over length scales ranging from 5 to 30 m. Lower positive
curvature values close to the polygon center suggests a
low tendency for drainage and a higher tendency for water
to stagnate; moderately low slopes also support this
interpretation. The zone 2 LiDAR metrics mainly reveal
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moderate slope and moderate curvature distributions. This
analysis suggests that zone 2 is a transition zone that has
some characteristics that are shared with both zone 1 and
zone 3, suggesting a relatively moderate drainage poten-
tial. From these metrics, the mean polygon diameters
associated with each zone were estimated (as is indicated
by the colored vertical lines on Fig. 5a, b); the average
diameter of the zone 1 polygons was 9 m, of zone 2 was
19 m, and of zone 3 was 29 m.

Geophysical data analysis

Analysis of the GPR, EM and ERT data reveals their
utility for characterizing the active layer and underlying
permafrost. A fence diagram constructed using the
processed 900 MHz GPR data is shown in Fig. 6a, which
was converted into depth using an average velocity of
0.055 m/ns obtained from analysis of the four CMP
gathers located between 0 and 220 m along the profile. As
recognized by many previous studies, Fig. 6a illustrates
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Fig. 6 a Fence diagram of the 900 MHz GPR data, clearly revealing the reflection associated with the base of the active layer; b
comparison of 900 MHz GPR-estimated and probe-measured base of active layer along the centerline traverse
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that the interface between the active layer and the
permafrost represents a significant dielectric contrast that
yields a coherent radar reflection. Due to the presence of a
wet and attenuating active layer and a strong contract in
dielectric properties at the active layer-permafrost bound-
ary at the end of the growing season, there was little signal
penetration beneath the base of the active layer. Indeed,
the 450 MHz profiles reveal very similar responses to the
900 MHz radar responses shown in Fig. 6a. Figure 6a
shows that a single, constant velocity value that was used
to transform the GPR two-way travel times into depth,
yielded a depth to the base of the active layer that agreed
extremely well with the ALT point measurements made by
the active layer probe (R°=0.74, Fig. 6b). The fit is less
optimal on the north end of the transect (at distances
greater than 340), where water was pooled in the middle
of the low-centered polygons; improvements in the fit
would likely be realized if the GPR velocity in water and
shallowest soils in this region were incorporated into the
time-to-depth conversions. This analysis reveals the utility
of GPR at this site for providing high resolution and
accurate estimates of active layer thickness in a non-
invasive manner, as has been documented by other

studies, including those conducted near Barrow (e.g.,
Monroe et al. 2007; Hinkel et al. 2001a, b).

The inverted ERT profile is shown in Fig. 7a with two
different y-axis scales to permit inspection of both shallow
and deeper electrical resistivity variations. The ERT
reveals shallow resistivity values in the active layer that
range between ~30 and 400 Ohm.m; the transition to high
resistivity values below this zone agrees well with the
base of the measured active layer (superimposed on
Fig. 7a as a black line). The correlation between active
layer resistivity and dielectric permittivity (Fig. 7b, R=
0.52) and the recognition that dielectric permittivity
relates to water content (Eq. 2) indicate the sensitivity of
electrical conductivity to moisture content in the Barrow
active layer. The good correlation (R=0.72) between
resistivity and probe-measured ALT indicates the relation-
ships between resistivity, ALT and moisture content. The
deeper high-resistivity regions in Fig. 7a are interpreted to
indicate the presence of ground ice content and structure
(i.e., ice wedges or massive); this hypothesis is being
confirmed through drilling. The lateral variability in the
thickness of these deeper, high-resistive features is
significant along the profile (from 0.5 to more than 5 m)
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Fig. 7 Electrical resistivity tomography (ERT) and comparisons with point measurements. a ERT images along the main profile shown
over a large depth interval, with the top image showing the full depth range and the bottom showing a close-up of the active layer (black

line indicates the probe-measured base of active layer); b Mean of
versus dielectric permittivity and the probe-measured base of active
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the logarithm of the resistivity imaged in the top 20 cm of the ERT
layer
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and also locally. Very localized resistive features
(>~2,500 Ohm.m) that appear to be ice wedges are often
visible below troughs (e.g., at 146 m), high-centered
polygons (e.g., at 293 m) and low-centered polygons (e.g.,
411 m). Massive ice in the permafrost is interpreted to be
present at the north end of the transect (at distances
>400 m) based on the high resistivity responses in that
region. At other deep locations along the transect, very
low resistivity values (as low as ~10 Ohm.m at some
locations) are observed. Such low values are likely
indicative of high salinity, unfrozen and/or low-resistivity
clay material. Additionally, these low resistivity values are
more pronounced and shallower (above the actual sea-
level) in the interval between a distance of ~80 and 260 m
along the profile, which corresponds to the lowest
topography elevations along the profile and is located on
the edge of a large channel/drainage system that connects
to the ocean. Ongoing analysis of recently recovered core
data is expected to be useful for characterizing the texture,
salinity and ice content of the permafrost. Analysis of the
ERT data suggests its utility for providing quantitative

information about active layer moisture content and
thickness as well as for potentially characterizing ground
ice variability and its relationship to active layer and
microtopographic variability.

A map view of the apparent (i.e., not inverted)
electrical resistivity obtained from the EM38 using the
1 m coil separation distance and collected in horizontal
and vertical mode is shown in Fig. 8b, ¢ respectively; the
elevations at the corresponding locations are also shown
for comparison (Fig. 8a). Figure 8d shows the electrical
resistivity distribution at various depths obtained from
inverting the EM data at each location for a 1D model.
Inspection of the apparent electrical resistivity data
(Fig. 8b, c), suggests that the measurements collected in
horizontal mode (which is more sensitive to shallower
variations than the vertical mode) reveal larger apparent
resistivity values than the vertical mode, particularly
between the distances of 0 and 400 m. This indicates that
some low resistivity features are present in the deepest
part, which is consistent with the results from the ERT
image. This is also confirmed by the resistivity
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Fig. 8 Comparison of LiDAR data with raw and inverted EM data. a Plan view of LiDAR elevation and of the apparent electrical
resistivity measured from EM38 using a 1 m coil spacing in b horizontal and ¢ vertical mode. d 3D model of inverted electrical resistivity
that fits the measured EM38 data. On all figures, the black lines show troughs observed in the field. The white line (d) represents a zone
where data are particularly noisy due to collection of EM data near a region where ERT data were concurrently being collected
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distribution obtained from inversion of the EM signals
(Fig. 8d). Inversion results indicate that obtained resistiv-
ity values in the top layer show consistent variations with
moisture content variations along the profile (not shown),
while the variability in the deeper layers shows a similar
large trend to the LiDAR elevation data (Fig. 8a). This
demonstrates that the measured EM signals are sensitive
to both the active layer and permafrost regions.

Geophysical data cluster analysis

Cluster analysis was performed using several geophysical
attributes, including ERT-based electrical resistivity aver-
aged over shallow and deeper depth ranges, the two-way
travel time of the GPR signal down and back from the
active layer-permafrost interface, and electrical resistivity
from EM data associated with a shallow and deeper zone.
The cluster analysis revealed that geophysical data could
be used to identify unique combinations of geophysical
attribute distributions. Figure 9a shows the pairwise
scatterplots of the elevation and geophysical attributes;
this scatterplot is equivalent to the 3D crossplot shown in
Fig. 4b for the three LiDAR attributes, although since
multiple attributes are considered here, it is difficult to
display in multi-dimensional space. Although the eleva-
tion was not used in the cluster analysis, it is shown in
Fig. 9a to illustrate its correlation to some of the
geophysical attributes, due to the control of microtopog-
raphy on drainage and thus shallow system functioning in
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this Arctic Coastal Plain system. The colors in Fig. 9b
indicate the spatial translation of the three identified
clusters back into space along the centerline transect
compared to the geophysical attribute and elevation values
along the transect. Figure 9a, b indicates that there are
distinct geophysical attribute and elevation ranges associ-
ated with the different zones. For example, when the
members of the ‘green cluster (shown in Fig. 9a) are
translated back into space (Fig. 9b), the members are
predominantly located along the south end of the transect
(between distances of 0 and 70 m) and are associated with
relatively high elevation, high ERT resistivity values in the
shallow and deeper section, and relatively low (or fast)
two-way GPR travel times to the base of the active layer.
In contrast, when members of the identified ‘blue’ cluster
are translated back into space, they are predominantly
located along the north end of the line, and are associated
with relatively low shallow ERT resistivity values, high
deep ERT resistivity values, and high (or long) two-way
GPR travel times to the base of the active layer.

The cluster analysis suggests that, in addition to using
the geophysical data to characterize active layer and
permafrost properties in high resolution, the ensemble of
geophysical attributes identifies coherent subsurface zo-
nation. The cross plots in Fig. 9a reveal that the
correlation between the GPR travel time and shallow
ERT resistivity is consistent with Fig. 7b, which is
reasonable because of their joint dependence on ALT. It
also reveals the correlation between elevation and deep
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Fig. 9 Geophysical data cluster analy51s: a pairwise scatterplots of elevation and geophysical attributes (Elev elevation, Rs shallow ERT
resistivity, Rd deep ERT resistivity, GPR two-way travel time to base of active layer, EMs shallow EM resistivity, and EMd deep EM
resistivity); b spatial translation of the clusters along the centerline transect, where the three colors (i.e., green, blue and red) represent the
three identified clusters. The two black lines (b) indicate the boundaries between the LiDAR-identified surface zones. Elevation and
geophysical attribute units are normalized as described in the text and are thus unitless
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resistivity from the EM data. Figure 9a shows that the
three clusters are most pronounced when resistivity from
deep ERT and EM resistivity are considered, which are
sensing the permafrost. When the pairs include only
consider shallow (active layer) attributes (shallow resis-
tivity from ERT and EM and GPR travel time), the ‘green’
and ‘red’ clusters overlap significantly. This suggests that
both active layer and permafrost variability contribute to
the identified clusters. The translation of the cluster
information to space (Fig. 9b) reveals spatially coherent
subsurface zonation, where zones 1 and 3 are distinct but
where zone 2 is mixed. Zone 1 is characterized by high
resistivity values (obtained using both ERT and EM
methods) in the active layer and low GPR travel time,
whereas zone 3 has low resistivity (obtained using both
ERT and EM methods) and high GPR travel time.
Comparison of the three geophysically defined subsurface
zones with the LiDAR-based surface zones (Fig. 4c)
reveals the similarity of the subsurface and geomorphic
zonation.

Detailed point data

After establishing the existence of reasonable correlations
between geophysical attributes and hydrogeological attrib-
utes (e.g., active layer thickness and dielectric permittivity
indicative of soil-water content) and establishing the

presence of geophysically based subsurface zonation,
statistical analysis of measurements collected within the
three detail sampling sites (refer to Fig. 1 for location) was
performed to explore if the three zones were associated
with distinct thermal, hydrogeological, and geochemical
property variations.

Figure 10 shows the locations of the core data collected
within each of these three detail sampling sites as a
function of geomorphic position. The figure shows that for
each detailed site, samples were collected across geomor-
phic features, including polygonal centers, troughs, and
their associated rims. Both low-centered polygons and
high-centered polygons were sampled. The LiDAR imag-
ery associated with the three study sites and the soil core
locations are also shown in Fig. 10, revealing the different
polygonal expressions at the three sites. Comparison of
the detailed LiDAR imagery (Fig. 10), the site-scale
LiDAR view (Fig. 1) and the LiDAR-based zonation
analysis (Fig. 4c) suggests that the detailed sampling sites
are representative of their surrounding areas. The LiDAR
imagery confirms the visual observations made during the
field campaign, suggesting that zone 1 is dominated by
high-centered polygons and zone 3 by low-centered
polygons. Zone 2 is a transitional zone that has less well
defined low-centered polygons relative to zone 3.

Figure 11 shows a subset of the statistical analysis of
the detailed site subsurface point data as a function of
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Fig. 11 Box plots of some of the point measurements collected in the detailed sampling sites (whose locatlons are shown by boxes on Fig.
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The box represents the 25th and 75th percentiles, the central red line is the median, and the whisker-lines indicate the 99 % interval. Red

crosses indicate outliers

zone, which were analyzed to assess if thermal and
hydrogeochemical properties varied as a function of
geomorphology (i.e., high versus low-centered polygon).
To primarily characterize mineral soil variations, the
analysis discussed here was performed using soil samples
collected from depths beneath the vegetation or peat layer
with the sample length ranging from 10 to 18 cm. The box
plots display the mean value and distributions of a subset
of these point measurements, and Table 1 shows p-values
from statistical tests conducted using the datasets shown in
Fig. 11. This analysis reveals that many of the subsurface
property distributions did indeed vary as a function of
geomorphological zone, including: moisture content, soil
temperature, cation concentration, carbon content as well
as their ratios, soil texture, active layer depth, and
elevation. Notably, the mineral soil texture was relatively
constant across the zones, with 15 of the 17 samples
assessed for texture characterized as a sandy clay loam.
However, the vertical soil profile (organic layer plus
mineral soil) was observed to be significantly different
among the three zones. In general, cores recovered in zone
1 were light brown over their entire depth, lacked a clear
organic-mineral soil interface, and had a thin vegetation
layer that persisted up to 5 cm below ground surface. In
zone 2, all the cores had a clear interface between the dark
organic soil and mineral soil; this interface occurred about
8 cm below ground surface. In zone 3, the vertical soil

Hydrogeology Journal

profile included organic soils and a root zone that
extended to 18 cm below ground surface. Representative
images of the active layer cores from the three zones are
shown in Fig. 10.

Examples of zone-based characteristics revealed by
Fig. 11 include: the transitional zone 2 is dryer and cooler
than the other zones; zone 3 soils (low-centered polygons)
are the most moist, have the deepest average active layer
thickness, and have the highest iron and potassium pore
water concentrations; and zone 1 (high-centered polygons)
reveals more carbon content in the mineral soils relative to
other zones. The one-way ANOVA p values (Table 1)
performed using the data shown in Fig. 11 suggest that
there is a significant difference among all parameters as a
function of zone except for K and Fe. The high p values in
K and Fe may be attributed to the non-ideal preservation
of the samples prior to analysis. The p values from the
pairwise companion test confirm that zones 1 and 3 indeed
have distinct parameter distributions (except for K and Fe)
while the transitional zone 2 is similar to zone 1 for ALT,
and to zone 3 for carbon. Although assessing geochemical
variations at one snapshot in time is not sufficient to
characterize what is expected to be a seasonally dynamic
environment, this first analysis provides evidence that the
subsurface zonation identified through cluster analysis of
geophysical attributes is meaningful in terms of subsur-
face hydrological, thermal, and geochemical properties.
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Table 1 p values from the ANOVA test, and Tukey’s pairwise comparison test for pair zone 1 and zone 2 (pair 1-2), pair zone 1 and zone

3 (pair 1-3) and pair zone 2 and zone 3 (pair 2-3)

ANOVA Pair 1-2 Pair 1-3 Pair 2-3
Temperature 3.99E-13° 7.85E-04° 8.74E-03° 2.11E-13°
ALT 3.37B-11° 8.48E-01 6.93E-08° 2.72E-10°
K? 3.11E-07° 6.81E-02° 6.74E-03° 1.52E-07°
Carbon 8.89E-03° 9.89E-03° 7.08E-02° 8.19E-01
Potassium (K) 1.66E-01 9.38E-01 1.57E-01 3.01E-01
Iron (Fe) 1.18E-01 8.46E-01 1.04E-01 2.84E-01

relative dielectric permittivity
®p values smaller than 10 %

Synthesis
The datasets and analysis discussed previously have
revealed that:

e The LiDAR-based metrics can provide information
about geomorphological variations (such as slope,
curvature, and directed distance of polygons) that can
be used to indicate the drainage propensity of the land-
surface regions in high resolution and in a non-
invasive manner. Cluster analysis of the LiDAR-based
metrics reveals that the land surface can be divided
into three geomorphic regions, ranging from high-
centered polygons in the southern region to low-
centered polygons in the northern region.

e Geophysical attributes can provide high-resolution
information about subsurface active-layer variability
(including moisture content and active-layer depth)
and potentially ground ice and permafrost variabil-
ity in a high-resolution and minimally invasive
manner.

e Cluster analysis suggests that combination of multiple
high-resolution geophysical attributes can be used to
identify subsurface zonation. Analysis of subsurface
point measurements within these zones suggests that
the geophysically defined zones have unique distribu-
tions of hydrological, thermal, and geochemical
properties.

e There is a strong correspondence between land-surface
zonation (obtained from LiDAR cluster analysis) and
subsurface zonation (obtained from geophysical cluster
analysis), suggesting the dependencies between micro-
topography/geomorphology, active layer, and perma-
frost. Table 2 provides a summary of the zonal-based
characteristics discussed in this study.

Conclusions

As part of a new, long-term DOE Next-Generation
Ecosystem Experiments (NGEE-Arctic) project, an eval-
uation of the value of combined LiDAR and surface
geophysical measurements was performed for character-
izing land-surface and subsurface variabilities and their
spatial relationships. The study was carried out near
Barrow, Alaska (USA), at the end of the 2011 growing
season in a region that displayed different polygonal
ground characteristics. High-resolution LiDAR data had
been previously collected over the study site, and surface
ERT, GPR and EM data were collected in conjunction
with a variety of point measurements, including active-
layer thickness, soil temperature, and moisture-content
measurements/proxies. Soil samples were collected and
analyzed for moisture content, texture, carbon and
nitrogen content, and cation concentrations.

Table 2 Land surface, active layer, and permafrost characteristics identified in this study and qualitatively described as a function of zone.
Details associated with the measurements are provided in the text and in Figs. 2, 5, 9 and 11

Characteristic Zone 1

Zone 2 Zone 3

Land surface

Elevation Most variable
Geomorphology High-centered polygon
Mean polygon diameter 9m

Drainage potential® High
Active layer and permafrost

Active layer thickness Moderate

Soil moisture content Most variable
Soil temperature Warmer

Ground ice content and form® Moderate/wedges
Carbon content % Highest

Cations® Low K and Fe

Dominant soil texture Sandy clay loam

Lowest mean Highest mean, least variable

Transitional Low-centered polygon
19 m 29 m

Moderate Low

Moderate Thickest

Most dry Most wet

Coolest Warmer

Low/wedges High/massive

Lowest Moderate

Moderate K and Fe
Sandy clay loam

Highest K and Fe
Sandy Clay loam

? Interpreted but not yet confirmed
° High measurement uncertainty
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Analysis of the LiDAR data revealed its utility for
providing geomorphic metrics that are potentially useful
for characterizing land-surface drainage potential such as
slope, curvature and directed distance. Cluster analysis of
these three LiDAR metrics revealed the presence of three
clusters that had unique LiDAR ‘signatures’. Translation
of these clusters to space showed that the clusters were
distributed spatially and systematically into three zones
that corresponded with geomorphological characteristics,
including a high-centered polygon area, a low-centered
polygon area, and a transitional area.

Geophysical analysis revealed that the GPR and ERT
data were of high quality and were useful for providing
high-resolution information about active layer and perma-
frost properties as well as for identifying meaningful
subsurface zonation. Simple processing of the GPR data
illustrated that these data can be used to obtain accurate
estimates of the active layer thickness. ERT inversions
revealed electrical resistivity variations in the active layer
and permafrost. Electrical resistivity variability in the
active layer correlated with active-layer thickness and
dielectric permittivity (an indicator of moisture), whereas
electrical resistivity variability in the permafrost is
hypothesized to be associated with ground-ice heteroge-
neity, a hypotheses that is currently being tested through
analysis of recently recovered core. Inversion of the EM
data was most challenging due to its non-unique nature.
Still, the EM raw and inverted data yielded useful
information about the electrical conductivity distribution
that was useful for inferring active layer and permafrost
variations. The analysis suggests the potential of the
geophysical data for characterizing subsurface properties
(such as moisture content and active layer thickness) that
influence energy balance and soil respiration, both
important for assessing terrestrial feedbacks to climate.
Particularly novel in this study is the use of multiple types
of geophysical datasets to explore spatial variability
within different compartments of the Arctic system (active
layer and permafrost) and to help reduce ambiguity in the
interpretation of the data. Ongoing research is focused on
new Bayesian estimation approaches that will improve the
ability to estimate subsurface hydrochemical properties
using the geophysical data (e.g., Wainwright et al. 2012)
and on improved EM inversion for quantitative subsurface
characterization in Arctic environments.

Cluster analysis of the geophysical attributes revealed
that the subsurface can also be grouped into three zones.
Analysis of subsurface measurements collected from
within these zones revealed distinct hydrological, thermal,
and geochemical parameter distributions. This analysis
highlights the potential usefulness of the geophysical data
to identify meaningful subsurface hydrogeochemical/ther-
mal zonation that can be used to guide sampling, to aid in
upscaling smaller-scale information to larger scales, and to
provide estimates of subsurface parameters (and their
dynamics) that are useful for initializing and validating
reactive transport models.

The strong correspondence between the LiDAR and
geophysical data zonation suggests that there is a close
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linkage between microtopography, active layer, and
permafrost variability at the study site during the end of
the growing season. Because the strong control of micro-
topography on coastal-plain tundra functioning is recog-
nized, this finding is not surprising. However, to the
authors’ knowledge this is the first study to document the
similarity of the subsurface and land-surface variability in
high spatial resolution and primarily in a non-invasive
manner. These findings suggest the potential of using
LiDAR- and geophysical-based information to character-
ize land-surface and subsurface properties (respectively)
that are likely to play a role in landscape deformation and
drainage and a cascade of related processes that result in
modified energy balance and soil fluxes of carbon and
methane—all of which are important for quantifying
ecosystem evolution and feedbacks to climate. The study
also suggests how different types of data can be used to
understand heterogeneity of ecosystem compartments
(land surface, active layer, permafrost) and importantly,
their coupling that leads to overall ecosystem functioning.

Although further studies are needed to explore the
utility of this approach in different permafrost environ-
ments and especially over time, these findings open the
way for future research focused on using combined
geophysical and remote-sensing datasets to estimate
land-surface and subsurface permafrost terrestrial-ecosys-
tem properties in a minimally invasive and high-resolution
manner. Additionally, because geophysical data can be
collected in a time-lapse mode, they offer the potential to
understand how subsurface properties or states (such as
snow accumulation, active layer depth, aqueous geochem-
istry, soil moisture and temperature, and permafrost
characteristics) vary over both space and time. When
used in combination with LiDAR, this further opens
the door for understanding the dynamic interdependen-
cies between permafrost ecosystem compartments
(microtopography, active layer, and permafrost). Such
high-resolution estimates and process understanding is
critical for initializing, parameterizing, and validating
process-rich models that can simulate feedbacks be-
tween terrestrial processes and climate in evolving
Arctic ecosystems.
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Appendix: LiDAR and surface geophysical
background

Brief descriptions of the LiDAR, ground penetrating radar
(GPR), electrical resistance tomography (ERT) and elec-
tromagnetic methods are provided in this section.

LiDAR data

LiDAR data were collected over the Barrow site, Alaska,
by AeroMetric on October 4, 2005 at an altitude of
approximately 600m above mean ground elevation using
an Optech 70kHz Airborne Laser Terrain Mapper (ALTM
30/70) on board a twin engine Cesna 310 aircraft. The
system was configured with a differential global position-
ing system (DGPS) and 200-Hz inertial measurements
units (IMU) were used to improve the accuracy of ground
data. LIDAR data were processed by PND Engineers Inc.
The data were post-processed utilizing Optech’s REALM
software, which first computes a 2-Hz Post Processed
Kinematic DGPS trajectory, then integrates the IMU data
for a final smoothed best estimate of trajectory (SBET).
SBET data were then integrated with the LiDAR pulse
data to obtain a final x, y, z “point cloud” dataset.
Classification of point cloud data for bare-earth was
performed using Terrascan software. The horizontal and
vertical accuracy is approximately 0.30 and 0.15m
respectively. A digital elevation model at 0.5-m spatial
resolution was created using GRASS software by import-
ing x, y, z point cloud data and performing linear
interpolation.

Ground penetrating radar (GPR)

GPR methods use electromagnetic energy at frequencies
of ~10MHz to 1GHz to probe the subsurface. At these
frequencies, the separation (polarization) of opposite
electric charges within a material that has been subjected
to an external electric field dominates the electrical
response. GPR systems consist of an impulse generator
which repeatedly sends a particular voltage and frequency
source to a transmitting antenna. The most common
ground surface GPR acquisition mode is surface com-
mon-offset reflection, in which one (stacked) trace is
collected from a transmitter-receiver antenna pair that is
pulled along the ground surface. When the electromag-
netic waves in the ground encounter a contrast in relative
dielectric permittivity (also known as dielectric constant),
part of the energy is reflected and part is transmitted
deeper into the ground. The reflected energy is displayed
as 2D profiles that indicate the travel time and amplitude
of the reflected arrivals; such profiles can be displayed in
real time during data collection and can be stored digitally
for subsequent data processing.

The velocity of the GPR signal can be obtained by
measuring the travel time of the signal for various known
separation distances between the transmitter and the
receiver. For surface GPR, this is accomplished by
successively moving the transmitter and receiver apart at
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specific increments to yield what is called a common
midpoint (CMP) gather. Analysis of the arrival time of the
reflections in this CMP gather can be performed to
estimate the radar propagation velocity. This velocity can
be used to convert the GPR profiles, which are recorded as
distance versus travel time, into distance versus depth
sections. A review of GPR methods applied to hydro-
geological applications is given by Annan (2005).

The propagation phase velocity (V) and signal attenu-
ation of the electromagnetic wave are controlled by the
dielectric permittivity (or dielectric constant, ) and the
electrical conductivity of the subsurface material through
which the wave travels. At the high frequency range used
in GPR, the velocity in a low electrical conductivity
material can be related to the dielectric permittivity, as

c 2
K~ (—
()
where ¢ is the propagation velocity of electromagnetic
waves in free space (Davis and Annan 1989). Due to the
sensitivity of dielectric permittivity to moisture content
(Birchak et al. 1974; Topp et al. 1980), the travel time and
thus velocity of the radar wave are largely controlled by
water content. A petrophysical relationship developed
using Barrow soils that are similar to those of the study
site to relate volumetric water content (0) to dielectric
permittivity is (Engstrom et al. 2005):

(Eq.1)

0 = —2.5 4 2.508x — 0.03634x> + 0.0002394x°>  (Eq.2)

However, due to the typical presence of significant
organic materials and variable freeze states in Arctic soils,
other factors must also be considering when using
dielectric measurements to quantify soil-water content
(e.g., Watanabe and Wake 2009).

Electrical resistance tomography (ERT)

Electrical resistivity methods are probably more frequent-
ly used for shallow subsurface studies than any other
geophysical method. Resistivity is an intrinsic property of
a material indicating its ability to resist electrical current
flow; it is the inverse of electrical conductivity. At low
frequencies measured, energy loss via ionic and electronic
conduction dominates. lonic conduction results from the
electrolyte filling the interconnected pore space (Archie
1942) as well as from surface conduction via the
formation of an electrical double layer at the grain-fluid
interface (e.g., Revil and Glover 1998). Most resistivity
surveys utilize a four-electrode measurement approach,
where current is injected between two electrode and
electrical potential difference measured between two
others, while varying the location of electrodes along the
profile and the distance between them (e.g., Binley and
Kemna 2005). Modern multi-channel geoelectrical equip-
ment decrease acquisition time by injecting current
through two electrodes and measuring the potential
difference (voltage) signal between several pairs of
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electrodes and using electrodes alternatively as both
current and potential electrodes, a method now referred
to as electrical resistivity tomography (ERT). A review of
this method is provided by Binley and Kemna (2005).

Data quality is typically initially assessed through
creating an apparent resistivity (pseudo-section) section,
which is developed following Ohm’s Law with information
about the injected current, the measured potential difference
and the geometric factor (which is a function of the electrode
configuration) and through assuming uniform subsurface
conditions. Further processing involves the estimation of the
spatial distribution of resistivity that reproduces in a given
range of uncertainty the measured data. Inversion of ERT
data typically involves iterative minimization of the misfit
between measured and calculated data by optimizing two- or
three-dimensional electrical resistivity models (e.g., Kemna
2000; Ramirez et al. 2005; Guenther et al. 2006).

For the inversion of the ERT data described in the
previous section Electrical resistance tomography (ERT),
the discretization included 0.05-m thick cells for the
shallowest 0.2m, and further 0.1-m thick cells until 0.8-m
depth, 0.25-m thick cells until 5-m depth, and 0.5-m thick
cells below. The horizontal discretization is 0.25m (half
the electrode spacing). The modeling grid was defined to
be much larger than the region of interest to ensure
reliable inversions. Minimal smoothing was applied.
Inversion of only the measurements collected when the
distance between the closest injection and potential
electrode was equal to or smaller than four times the
distance between the injection electrodes gave a lower
error of 8% but revealed very identical shallow variations;
this indicates that the highest source of error is associated
with the imaging of deepest structures. No corrections for
temperature dependency were made, although it is
recognized that correcting resistivity to a reference
temperature of 20°C would lead to lower resistivity values
than the values considered here (e.g., Hayley et al. 2007).

Electromagnetic (EM) data

Controlled source inductive EM methods consist of injecting
a time- or frequency-varying current in a transmitter coil to
create a primary EM field that travels to a receiver coil via
paths above and below surface. Governed by Maxwell’s
equations, the created EM field induces eddy currents in any
conductors, which creates a secondary magnetic field.
Attributes of this secondary magnetic field, such as
amplitude, orientation, and/or phase shift, can be measured
by a receiver coil. By isolating these attributes from those of
the primary field signal, information about the subsurface
electrical conductivity distribution can be inferred (e.g.,
McNeill 1990; Telford et al. 1990). A review of EM methods
for shallow subsurface investigations is given by Everett and
Meju (2005).

A frequency domain EM method that is used in this
study for shallow subsurface investigations is the EM38
(e.g., McNeill 1980; Geonics 2009), which is a ground
conductivity meter that operates at a frequency of
14,500Hz using transmitter receiver coils oriented
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vertically or horizontally and with an offset distance of 1
and 0.5m. Because this method does not require contact
with the ground, data can be acquired very quickly. EM38
data are often displayed as maps of apparent electrical
conductivity to highlight lateral variation over large area
over an averaged depth interval. More, using different
frequency and orientation EM datasets collected over the
same region, the data can also be inverted to obtain a
model of electrical conductivity (and magnetic suscepti-
bility) distribution that best reproduce the data. Several
inversion approaches have been successfully developed
for EM measurements (e.g., Farquharson 2000; Triantafilis
and Santos 2010; Minsley et al. 2012a).

When the EM38-MK2 system is used (as described in the
previous section LiDAR and geophysical datasets and
analysis) in the vertical mode with 1-m coil spacing, the
signal is expected to be most sensitive to variations at 0.4m
below ground surface; variations below 0.2 but above 2m
from ground surface contribute to 75% of the response. When
using a horizontal mode with a 1-m separation, the
contribution from near-surface material is large and decreases
almost monotonically with depth, leading to 75% response
contribution from the zone above 1m depth (McNeill 1980).
When the coils are separated by 0.5m, the contribution depths
described in the preceding are approximately half.

The acquired electromagnetic data were inverted at each
location to obtain a 1D-subsurface-resistivity model using
the least-squares based algorithm EM1DFM (Farquharson
2000). The parameters used in the EM inversion code
enforces a fixed trade-off parameter that controls how the
objective function is minimized, and that enforces a layered
model to be as close as possible to a starting layered model
while fitting the data in a given range of uncertainty. The
model was defined with 11 resistivity layers of various
thickness (from top to bottom, in m: 0.25, 0.1, 0.1, 0.3, 0.3,
0.3, 0.3, 0.3, 0.3, 0.3, 0.2, infinity) and the starting model
was defined with 1000hm.m for the two top layers,
3,0000hm.m for the next seven layers and S00hm.m for
the two deepest layers. These model parameters were defined
on prior information gained from the probe-measured base
of the active layer and ERT profile. Although the obtained
mean absolute difference between the calculated and
measured EM data is very small (<2%), the calculated
model is only one of several possible solutions.
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